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This article successively introduces variable velocity, durability, and habit persistence in a standard two-country general equilibrium model and explores their effects on the variability of exchange rate changes, forward premiums, and the foreign exchange risk premium. A new feature of the model is that agents make decisions at a weekly frequency and face conditionally heteroskedastic shocks. Nevertheless, even the most complex model fails to deliver sufficiently variable risk premiums without causing forward premiums and exchange rates to be excessively variable. Unlike previous models, the model can roughly match the persistence of forward premiums.

Foreign exchange markets continue to confound international financial economists. For example, exchange rate changes seem excessively volatile relative...
to economic fundamentals [Meese (1990)]. Also, the forward rate is not an unbiased predictor of the future spot rate, implying predictable variation in excess returns in foreign exchange markets. Although a time-varying risk premium may explain this phenomenon, the required variability of this risk premium seems excessively large relative to the variability of potential sources of risk.¹ These two empirical phenomena are related. Highly volatile exchange rates increase the risks of international investments, which cannot be costlessly hedged in the forward market because unbiasedness is violated.

In this article, I develop a two-country monetary general equilibrium model that potentially explains these two anomalies. Building on the framework in Lucas (1978), the only friction in the model is the presence of transaction costs, which give rise to money being valued in equilibrium and induce variable velocities. Exchange rate movements reflect changes in relative money supplies, velocities, and output. The time variation in expected returns, on the other hand, reflects time-varying rewards to consumption and inflation risk. Previous attempts at explaining the significant rejection of the unbiasedness hypothesis within a fully parameterized general equilibrium model have failed dramatically.² The model developed here has several features that are likely to improve its performance with respect to the empirical puzzles.

First, I explicitly introduce time variation in the conditional variances of the market fundamentals. It is well known that movements in conditional variances of market fundamentals cause time variation in both expected returns and conditional variances of asset prices. Although conditional heteroskedasticity in a variety of asset prices is well documented [Bollerslev et al. (1992)], there exists little evidence of time-varying conditional variances in market fundamentals such as monetary shocks and consumption at the typical monthly or quarterly frequencies. As I explain in detail below, this might be due to temporal aggregation, which causes time variation in conditional variances to disappear. The same phenomenon weakens conditional heteroskedasticity in exchange rates when they are sampled at longer frequencies than weekly [Baillie and Bollerslev (1989)]. Therefore, I assume a weekly decision interval for the economic agents.³ The com-

---

¹ Bekaert and Hodrick (1993) provide a recent assessment of unbiasedness tests, and Bekaert (1995) empirically analyzes conditional means and variances of forward market returns.


³ This frequency strikes a balance between the belief that periods of turbulence in asset prices at that frequency coincide with turbulent movements in market fundamentals such as money growth, productivity shocks, and policy shifts, but that at higher frequencies market microstructure effects might play a predominant role.
bination of heteroskedastic fundamentals and a high-frequency decision interval for the agents is the main innovation of the model. The conditional heteroskedasticity in the fundamentals is such that it becomes undetectable when they are aggregated from the weekly to the quarterly level. Still, heteroskedasticity generates nonlinear patterns in exchange rates and forward premiums that roughly correspond to the data; and it substantially affects the variability of the forward market risk premium.

Second, I introduce a rich, time-nonseparable preference structure, similar to the preference structure in Heaton’s (1995) closed economy. Backus, Gregory, and Telmer (1993) and Bansal et al. (1995) also examine the effects of nonseparabilities in an international model; but their preference structure is much less general than the one presented here. Backus, Gregory, and Telmer (1993) successfully generate more variable foreign exchange risk premiums by allowing strong habit persistence. However, this comes at the cost of unrealistic values for the autocorrelation structure of forward premiums. By incorporating both durability of consumption and habit persistence of a long-run nature, I avoid this trade-off.

I explore the implications of the model through several simulation experiments, which are designed to accomplish two goals. First, the model’s generality allows comparison of its predictions for the moments of exchange rate changes, forward premiums, and risk premiums to the same predictions of simpler models. In particular, I start from a simple cash-in-advance (CIA) model with time-additive preferences and show the marginal explanatory contribution of adding transaction costs, durability, habit persistence, and time-varying uncertainty in the fundamentals.

Second, I investigate how both the persistent and the leptokurtic nature of conditional variance shocks in the fundamentals affect the moments of the endogenous variables. Hodrick (1989) stressed the importance of time-varying uncertainty in the fundamentals driving foreign exchange markets, but the idea had surfaced before in the equity pricing literature. Abel (1988), for example, examines the effect of the persistence of dividend volatility on stock prices in a general equilibrium Lucas-type (1978) model. I explore similar relationships in the foreign exchange market using various simulation experiments.

The simulations show that the model performs very well along a number of dimensions. When consumption exhibits short-run substitutability and long-run complementarity, the model comes close to matching the autocorrelation structure of the forward premium in the data. The risk premium is many times more variable than in a model with time-additive preferences. Heteroskedasticity in the forcing processes substantially increases the variability of the risk premium, with-
out worsening the fit of the model much along other dimensions. Yet the variability of the risk premium does not exceed that of the forward premium as the data imply.

This article is organized as follows. The first section briefly reexamines the empirical evidence for dollar returns in the Europound market. The second section presents the model in detail. The third section discusses the solution procedure and choice of parameters. Some of the parameters are estimated from data on consumption and money growth in the U.S. and the U.K. and the estimation procedure—which embeds a temporal aggregation problem—is discussed here as well. The fourth section contains the simulation results. In the conclusions, I explore some possible generalizations of the model.

1. Empirical Regularities

1.1 Definition of variables

The data set consists of weekly observations on dollar-pound rates and 1-month Eurodollar and Europound interest rates for the 1975 to 1990 period, but the empirical results are representative for other major currencies as well. The appendix describes the data in detail.

Asterisks indicate British pound variables. Consider an investment in a Europound deposit which carries an interest rate of \( i^* \). The holding period considered in this article is 1 month (a 30-day contract), and 1 month is approximated by 4 weeks in subsequent analysis.4 Let \( S_t \) be the dollar price of a pound. The uncovered dollar return on a continuously compounded Europound investment is \( (S_{t+4}/S_t) \exp(i^*) \). The rate of return is then \( (s_{t+4} - s_t + i^*) \), where \( s_t = \ln(S_t) \). Hence, the excess rate of return over a Eurodollar deposit is given by: \( r_{t+4} = (s_{t+4} - s_t + i^* - i_t) \). This return also corresponds to the difference between the future spot rate and the current forward rate. To see this, let \( f_{t+4} = \ln(F_t) - \ln(S_t) \), where \( F_t \) is the forward rate for a 1-month contract in dollars per pound. Consider covered interest rate parity in continuously compounded form:

\[
fp_t = i_t - i^*. \tag{1}
\]

It follows that \( r_{t+4} = \ln(S_{t+4}) - \ln(F_t) \). Hence, \( r_{t+4} \) can also be viewed as the logarithmic approximation to the return on a long forward position in the pound scaled by the forward rate, that is, \( \ln(S_{t+4}) - \ln(F_t) \approx (S_{t+4} - F_t)/F_t \). I will also refer to the expected return to forward foreign exchange speculation, \( E_t(r_{t+4}) \), as the foreign exchange (risk) premium and denote it by \( rp_t \).

---

4 The analysis in Bekaert and Hodrick (1993) indicates that this is a harmless assumption.
1.2 Time-series properties of the variables

Means, standard deviations, and autocorrelations of the 1-week change in the exchange rate, $\Delta s_t = s_t - s_{t-1}$, and the forward premium, $fp_t$, are reported in Table 1. To summarize the autocorrelation structure of the variables, I report variance ratios. The variance ratio of a stationary time series $\{x_t\}_{t=1}^T$ for a horizon of $k$ periods is defined as

$$v_k = \frac{\text{Var}(\sum_{j=0}^k x_{t+j})}{(k+1) \text{Var}(x_t)}.$$  \hspace{1cm} (2)

The variance ratio can be consistently estimated as

$$\hat{v}_k = 1 + 2 \sum_{j=1}^k \left(1 - \frac{j}{k+1}\right) \hat{\rho}_j,$$  \hspace{1cm} (3)

with $\hat{\rho}_j$ the sample autocorrelation of order $j$ for $\{x_t\}_{t=1}^T$. The variance ratio is one for a serially uncorrelated time series, less than one if negative autocorrelations dominate, and greater than one if positive autocorrelations dominate.

To determine the variability of the foreign exchange risk premium, consider a regression of future monthly exchange rate changes onto a constant and the 1-month forward premium. If unbiasedness were true, the slope coefficient would equal one. However, it is typically negative rather than one. I estimate this coefficient for the dollar per pound sample to be $-2.116$ with a standard error of $.761$.\footnote{I estimate this coefficient as the sum of the cross-correlations between $\Delta s_{t+4}$, $\Delta s_{t+2}$, $\Delta s_{t+1}$, and $fp_t$ times the ratio of the standard deviation of exchange rate changes to the standard deviation of the forward premium. All these moments are estimated in a joint general method of moments system [GMM, see Hansen (1982)].} This implies that a regression of the return to foreign exchange speculation onto the forward premium would yield a coefficient of $-3.116$, since this return equals the exchange rate change minus the forward premium. The fitted value of this regression can be used to compute a lower bound to the standard deviation of the risk premium, which I estimate to be 10.841 percent in annualized terms with a standard error of 2.847 percent.

These empirical results allow us to specify the precise nature of the empirical puzzles. First, exchange rate changes are many times more variable than the forward premium, whereas the risk premium in the British pound forward market is also extremely variable. Using the standard deviations reported in Table 1 and the standard deviation of the risk premium computed above, we find $\sigma(\Delta s_t) > \sigma(rp_t) > \sigma(fp_t)$. I refer to the high level of exchange rate variability and the
Table 1

<table>
<thead>
<tr>
<th></th>
<th>$\Delta S_t$</th>
<th>$fp_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-.319</td>
<td>-2.637</td>
</tr>
<tr>
<td></td>
<td>(.702)</td>
<td>(.426)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>17.668</td>
<td>3.481</td>
</tr>
<tr>
<td></td>
<td>(1.069)</td>
<td>(.343)</td>
</tr>
<tr>
<td>$ac_1$</td>
<td>.025</td>
<td>972</td>
</tr>
<tr>
<td></td>
<td>(.037)</td>
<td>(.007)</td>
</tr>
<tr>
<td>$ac_2$</td>
<td>.006</td>
<td>949</td>
</tr>
<tr>
<td></td>
<td>(.054)</td>
<td>(.012)</td>
</tr>
<tr>
<td>$ac_3$</td>
<td>.044</td>
<td>925</td>
</tr>
<tr>
<td></td>
<td>(.034)</td>
<td>(.019)</td>
</tr>
<tr>
<td>$ac_5$</td>
<td>-.033</td>
<td>873</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td>(.031)</td>
</tr>
<tr>
<td>$ac_{13}$</td>
<td>-.008</td>
<td>678</td>
</tr>
<tr>
<td></td>
<td>(.039)</td>
<td>(.075)</td>
</tr>
<tr>
<td>$v_4$</td>
<td>1.110</td>
<td>4.794</td>
</tr>
<tr>
<td></td>
<td>(.070)</td>
<td>(.049)</td>
</tr>
<tr>
<td>$v_{13}$</td>
<td>1.304</td>
<td>12.350</td>
</tr>
<tr>
<td></td>
<td>(.133)</td>
<td>(.390)</td>
</tr>
<tr>
<td>$v_{26}$</td>
<td>1.460</td>
<td>21.097</td>
</tr>
<tr>
<td></td>
<td>(.195)</td>
<td>(1.295)</td>
</tr>
<tr>
<td>$v_{52}$</td>
<td>1.725</td>
<td>32.798</td>
</tr>
<tr>
<td></td>
<td>(.314)</td>
<td>(3.667)</td>
</tr>
</tbody>
</table>

The sample period is January 1975 to December 1990. Observations are sampled weekly on $\Delta S_t$, the weekly logarithmic exchange rate change, and $fp_t$, the forward premium, measured as the difference between the U.S. 1-month interest rate and the U.K. 1-month interest rate. All interest rates are annualized, that is, they are multiplied by 1,200. Weekly currency depreciation is also multiplied by 1,200. The symbol $\sigma$ always denotes the standard deviation, $ac_n$ denotes the $n$-th autocorrelation, and $ti$ the variance ratio including $i$ autocorrelations, estimated as in Equation (3) in this article. The standard errors are derived using the general method of moments (GMM). The mean, standard deviation, and the moments underlying the estimation of the variability of the risk premium described in Section 1 are estimated jointly using 13 Newey and West (1987) lags in calculating the variance matrix. The standard errors for the variance ratios follow from the joint estimation of 52 autocorrelations and their variance matrix using 51 Newey and West lags.

relative variability property just described as the volatility puzzle. The volatility puzzle encompasses both empirical anomalies mentioned in the introduction. Second, exchange rate changes show some positive
persistence but the autocorrelations are generally small. On the other
hand, the forward premium is very persistent. I term this empirical
regularity the persistence puzzle. Backus, Gregory, and Telmer (1993)
improve the performance of their model with respect to the first puz-
zle at the cost of generating negative autocorrelations for the forward
premium. The model presented here eliminates this trade-off. More-
over, the general equilibrium setting also permits investigation of the
variability of exchange rates; in previous studies [Backus, Gregory,
and Telmer (1993)], the exchange rate is exogenous.

2. The Economic Environment

The model is a generalization of the two-country model proposed
by Lucas (1982). Each country has its own money, which grows at a
stochastic rate, and its own endowment tree, which yields stochasti-
cally growing “home” or “foreign” consumption goods. Identical in-
finately lived representative agents in both countries maximize the ex-
pected discounted sum of a von Neumann–Morgenstern utility func-
tion subject to a sequence of budget constraints. Because of this sym-
metry between the two countries, it suffices to describe the model for
the domestic representative agent only.

I begin by defining the budget constraint. I then discuss the equi-
librium concept and describe generally how exchange rates are de-
termined and forward contracts priced in a Lucas-type model. Conse-
quently, I describe in detail the various characteristics of my model:
the preference structure, the transaction cost technology, the intertem-
poral Euler equation, and the law of motion for the exogenous pro-
cesses. In introducing each aspect of the model, I discuss why it might
help to explain the empirical puzzles.

2.1 The budget constraint

Each period, the domestic representative agent purchases home goods
\( x_t^d \) and foreign goods \( y_t^d \), priced at \( P_t^i \) (\( i = x, y \)) in the respective cur-
rencies. The superscript \( d \) generally indicates “demand,” whereas the
superscript \( s \) will denote “supply.” The exchange rate \( S_t \) converts the
price of the foreign goods into units of the home currency. While
in Lucas’s model consumption purchases have to be financed with
money, this model assumes that money balances diminish the trans-
action costs associated with buying consumption goods. In particu-
lar, let \( m_t \) (\( n_t \)) be the level of home (foreign) real-money balances
held by the household. The transaction cost functions \( \Psi^x(x_t^d, m_t) \)
and \( \Psi^y(y_t^d, n_t) \) are decreasing in real balances and increasing in the
amount of goods bought [Bansal et al. (1995) and Marshall (1992)].
The domestic household also chooses the level of home and foreign
money balances $M_{t+1}^d$, respectively $N_{t+1}^d$, to be carried over to the next period and acquires asset holdings, summarized in the vector $z_{t+1}$. As in Lucas (1982) and Svensson (1985), there exist traded claims to the endowments of home and foreign goods and to the transfers of home and foreign money. The vector $Q_t$ contains the asset prices, whereas the vector $D_t$ contains the stochastic payoffs (dividends) on the assets. All purchases have to be made with current nominal wealth $W_t$, denominated in the home currency. Wealth consists of the money holdings chosen last period and the current market value of the asset holdings including the payoffs. The home consumer's budget constraint is then given by

$$P_t^X(x_t^d + \Psi^X(x_t^d, m_t)) + S_t P_t^Y(y_t^d + \Psi^Y(y_t^d, n_t)) + z_{t+1}' Q_t + M_{t+1}^d + S_t N_{t+1}^d \leq W_t,$$

$$W_t = z_t'(Q_t + D_t) + M_t^d + S_t N_t^d. \quad (4)$$

### 2.2 Equilibrium

The home household maximizes an intertemporal utility function, defined below, over $\{x_t^d, y_t^d, M_{t+1}^d, N_{t+1}^d, z_{t+1}\}$ subject to the budget constraint in Equation (4). An analogous problem is solved by the foreign representative resident. For markets to clear, the money demands in both countries must equal the supplies; and the consumption demands, including the incurred transaction costs, must exhaust the endowments. With the additional assumption of complete markets, the risk averse representative agents of both countries will share all risks. This leads to a tractable perfectly pooled equilibrium, introduced in Lucas (1982), in which no wealth redistributions occur; and agents consume constant fractions of the endowments and hold constant fractions of the market portfolio of assets.6

In this near-frictionless world, the dollar price of an asset is the expected value of its nominal payoff discounted by the dollar intertemporal marginal rate of substitution (IMRS). We denote the dollar IMRS for four period returns by $mrs_{t+4,4}$. It relates the marginal utility of wealth at the time of the payoff, $\lambda_{t+4}$, to the marginal utility of

---

6 Relaxing this assumption can only occur at considerable computational cost and makes it impossible to solve the model with time-nonseparable preferences and conditional volatility shocks. Preliminary results of general equilibrium analysis with heterogeneous agents and incomplete markets suggest that agents manage to smooth consumption very well with only a limited number of available assets Lucas (1994), Marcet and Singleton (1990), and Telmer (1993). Consequently, asset prices do not differ very much from the complete markets case.
wealth at time $t$ when the asset is purchased, $\lambda_t$:

$$mrs_{t+4,4} = \beta^4 \frac{\lambda_{t+4}}{\lambda_t},$$  \hspace{1cm} (5)

where $\beta$ is the discount factor. There is an analogous intertemporal marginal rate of substitution in pounds. The $\lambda$s are the Lagrange multipliers associated with the sequence of budget constraints. The law of one price implies that the relative value of the marginal utility of pounds versus dollars determines the dollar/pound exchange rate:

$$S_t \lambda_t = \lambda_t^*,$$  \hspace{1cm} (6)

where asterisks refer to pound variables. This indicates that the dollar will depreciate if its marginal utility decreases relative to the marginal utility of the pound. The home (foreign) interest rate $i_t$ ($i_t^*$) is the net return on a nominal bond yielding one dollar (pound) at time $t + 4$. Hence,

$$i_t = -\ln(E_t[mrs_{t+4,4}]) \quad i_t^* = -\ln(E_t[mrs_{t+4,4}^*]).$$  \hspace{1cm} (7)

If market fundamentals move so as to increase the expected marginal utility of the dollar, the dollar interest rate decreases, since it is the required return on an asset that pays off dollars when they are relatively valuable. As the forward premium is just the interest differential, the pound is at a discount if the value of the dollar's marginal utility is expected to increase more than that of the pound.

Once expressions for $\lambda_t$ and $\lambda^*_t$ are found, Equation (6) yields the exchange rate; and the domestic and foreign interest rates follow from Equation (7). Using the definitions in Section 1, the forward premium and risk premium can be computed. The determination of $\lambda_t$ is intuitive. Because it is the marginal utility of a dollar, it equals the total expected marginal utility of consumption divided by the transaction cost adjusted price of one unit of the home consumption good. We will denote the marginal utility of home consumption by $\mu x_{t}$. Hence,

$$\lambda_t = \frac{\mu x_{t}}{(1 + \frac{\partial \psi^x(t)}{\partial x})P^x_t},$$  \hspace{1cm} (8)

where $\psi^x(t)$ is shorthand for $\psi^x(x_t^d, m_t)$ evaluated at the equilibrium.

The marginal utility of consumption depends critically on the preference structure, which is discussed next. The transaction cost technology is also discussed below. In equilibrium, the first derivatives of the transaction cost function will only depend on velocity. We define
consumption velocity $V_t^x$ as

$$V_t^x = \frac{c_t^x p_t^x}{M_t^x}. \quad (9)$$

The price level is a function of the exogenous money supply ($M_t^e$) and the exogenous endowment ($x_t^e$) and of endogenous velocity. Both the intertemporal Euler equation determining equilibrium velocity and the law of motion of the exogenous processes are discussed below.

2.3 Preferences

As in Eichenbaum and Hansen (1990), preferences are time separable over the service flows $s_t^x$ and $s_t^y$ derived from past consumption purchases of the home good $x$ and the foreign good $y$:

$$E_0 \sum_{t=0}^{\infty} \beta^t u(s_t^x, s_t^y). \quad (10)$$

Following Ferson and Constantinides (1991) and Heaton (1995), I assume that goods are durable and that consumers develop habit over the flow of services derived from the durable goods. Let $k_t^x$ be the stock of home consumption goods which depreciates at the rate $1 - \mu_x$, that is, $k_t^x = \mu_x k_{t-1}^x + x_t^d$. Let $b_t^x$ be the habit stock. It is an average of past levels of the stock of consumption goods. Specifically, I assume

$$k_t^x = \sum_{j=0}^{\infty} \mu_x^{t-j} x_{t-j}^d,$$

$$b_t^x = (1 - \theta_x) \sum_{j=0}^{\infty} \theta_x^{t-j} k_{t-j}^x,$$

$$s_t^x = k_t^x - \eta_x b_t^x. \quad (11)$$

The parameter $\eta_x$ is the proportion of the habit stock that is compared to the current level of the stock of consumption goods. Decreasing $\theta_x$ will increase habit effects at short lags.

Nonseparabilities embedded in this preference specification are apparent from considering the expression for marginal utility. The marginal utility derived from a purchase of the home good today was

---

7 The empirical proxy for the endowments will be taken to be net of transaction costs.
defined above by $\mu_x$. It is given by

$$
\mu_x = E_t \left[ \sum_{\tau=0}^{\infty} \beta^\tau \alpha_x^\tau \frac{\partial \mu(s_{t+\tau}^x, s_{t+\tau}^y)}{\partial s_{t+\tau}^x} \right],
$$

(12)

where $\alpha_x^\tau$ are weights that follow from Equation (11),

$$
\alpha_x^\tau = \mu_x^\tau - \eta_x (1 - \theta_x) \frac{\mu_x^\tau - \theta_x^\tau}{\mu_x - \theta_x},
$$

$$
0 < \mu_x < 1 \quad 0 < \eta_x < 1 \quad 0 < \theta_x < 1.
$$

(13)

It is well known that nonseparable preferences produce more variable IMRS and asset prices [Hansen and Jagannathan (1991)]. Habit-forming utility might also account for the persistence puzzle mentioned above. In the continuous-time model of Sundaresan (1989), which features exogenous returns and endogenous consumption, habit formation induces very smooth and persistent consumption streams. In my model, the service technology transforms the exogenous endowment shocks into persistent service flows. This implies that endowment shocks have very prolonged effects on future IMRS. As a result, they cause revisions in expected IMRS not only now but also in the future. Hence, the predictable parts of IMRS, interest rates (see below), might become very persistent as they are in the data. Since forward premiums are interest differentials, they inherit this persistence.

I explore a commonly used specification for the utility function, which is a special case of the general preference framework in Eichenbaum and Hansen (1990), the so-called addilog utility function:8

$$
u(s_t^x, s_t^y) = \frac{(s_t^x)^{1-\gamma}}{1-\gamma} + \frac{(s_t^y)^{1-\gamma}}{1-\gamma} \quad \gamma \geq 0.
$$

(14)

Although the combination of a multigood economy with nonseparable preferences complicates the interpretation of the utility parameters, I associate high values of the curvature parameter $\gamma$ with high-risk aversion (low elasticity of intertemporal substitution), and vice versa.9

---

8 I also explored a homothetic utility function with intratemporal substitution between the “home” and “foreign” service flow equal to one. With this specification, agents have utility over a geometric average of the two service flows which implies smoother marginal utilities and IMRS. Because the results are qualitatively similar, I will not report any further results using this preference specification.

9 For example, Constantinides (1990) shows that in a single good economy, habit persistence drives a wedge between the coefficient of relative risk aversion and the inverse of the elasticity of intertemporal substitution.
2.4 Transaction cost function
The transaction cost function is parameterized as a Cobb–Douglas function in the amount purchased \( x(y) \) and real money balances \( m(n) \).

\[
\Psi^x(x, m) = c_x x^{\xi_x} m^{1-\xi_x} \quad \Psi^y(y, n) = c_y y^{\xi_y} n^{1-\xi_y}
\]

\( c_x, c_y > 0 \quad \xi_x, \xi_y > 1. \) (15)

The function is increasing in \( x \), decreasing in \( m \) and homogeneous of degree 1. The transaction cost technology embeds a CIA (cash-in-advance) constraint (when \( \xi_i = \infty, i = x, y \)). The transaction costs deliver variable velocities, in equilibrium, which constitute additional sources of variability in exchange rate changes and in the risk premium. Although CIA models with different timing conventions can in principle deliver variable velocity, in practice they do not [Bekaert (1994) and Hodrick, Kocherlakota, and Lucas (1991)].

As noted above, the first derivatives of the transaction cost function play a crucial role in the equilibrium determination. Using our notation for velocity introduced above, it can be shown that

\[
\frac{\partial \Psi^x(t)}{\partial x} = c_x \xi_x (V_t^{x})^{\xi_x-1} \quad \frac{\partial \Psi^x(t)}{\partial m} = c_x (1 - \xi_x) (V_t^{x})^{\xi_x}.
\] (16)

2.5 The intertemporal Euler equation
Velocity can be determined using the intertemporal Euler equation. To derive the intertemporal Euler equation heuristically, consider saving one dollar today. The marginal cost of this action equals the marginal utility of a dollar, \( \lambda_t \). The marginal benefit of the dollar tomorrow not only includes the marginal utility of wealth tomorrow but also an additional return as the dollar reduces transaction costs. Hence,

\[
\lambda_t = \beta E_t \left[ \lambda_{t+1} \left( 1 - \frac{\partial \Psi^x(t+1)}{\partial m} \right) \right],
\] (17)

where \( m \) denotes real balances at time \( t + 1 \). Using Equation (8), the intertemporal Euler equation becomes

\[
\frac{m u x_t}{(1 + \frac{\partial \Psi^x(t)}{\partial x}) P_t^x} = \beta E_t \left[ \frac{m u x_{t+1}}{(1 + \frac{\partial \Psi^x(t+1)}{\partial x}) P_{t+1}^x} \left( 1 - \frac{\partial \Psi^x(t+1)}{\partial m} \right) \right].
\] (18)

An analogous procedure yields \( \lambda^*_t \).

2.6 Specification of the law of motion of the forcing processes
In the simple economy described above, agents are subject to money supply and endowment shocks. Money and endowment
growth rates are assumed to be observed weekly by the economic agents. Let $M_t^s (N_t^s)$ be the home (foreign) money supply, and let $x_t^s (y_t^s)$ be the home (foreign) endowments. Furthermore, let $X_t = [\ln(M_t^s/M_{t-1}^s), \ln(x_t^s/x_{t-1}^s), \ln(N_t^s/N_{t-1}^s), \ln(y_t^s/y_{t-1}^s)]'$. Assume the law of motion for $X_t$ to follow

$$A(L)X_t = \alpha_0 + M(L)\epsilon_t$$

$$\epsilon_t | F_{t-1} \sim N(0, H_t)$$

$$b_t^{ii} = w_i + \delta_i b_{t-1}^{ii} + \alpha_i (\epsilon_{t-1}^i)^2 \quad i = 1, 2, 3, 4$$

$$b_t^{ij} = \rho_{ij} (b_t^{ji})^5 (b_t^{jj})^5 \quad i \neq j$$

(19)

with $\alpha_0$ a vector of constants; $A(L)$, $M(L)$ polynomials in the lag-operator; $\epsilon_t$ a $4 \times 1$ vector of innovations with conditional covariance matrix $H_t$; and $F_t$ the information set at time $t$. The time variation in the second moments is parsimoniously modeled by a constant correlation GARCH (1,1) model [Bollerslev (1990)]. This model has been very successful in capturing volatility clustering in financial series (see the survey in Bollerslev et al. (1992)].

The conditional mean specification is motivated, estimated, and tested below. Time-varying second moments in the exogenous forcing processes are potentially important determinants of risk premiums in the forward market. Previous attempts at modeling the time-series behavior of exchange rates [Hodrick (1989)] or the risk premium [Canova and Marrinan (1993), Kaminsky and Peruga (1990)] by explicitly allowing for conditionally heteroskedastic forcing processes have not been very successful. These models assume that the decision interval of the representative agents coincides with the monthly or quarterly interval of data sampling. The failure to produce a sufficiently variable risk premium is then due to the lack of sufficient time variation in the second moments of consumption and money measures.

Time aggregation is an important issue here for two reasons. First of all, using highly aggregated data to estimate a conditional variance model might lead to poor estimates of the true heteroskedasticity in the data. A nice illustration is contained in Drost and Nijman (1993), who estimate GARCH models for various exchange rate series at different frequencies. They find that a monthly model implied by a daily or weekly model contains strong conditional heteroskedasticity although the homoskedasticity assumption cannot be rejected by direct estimation of the monthly model. Second, the fact that time-averaged consumption data are used instead of spot consumption changes might severely distort the measurement of consumption risk
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and the covariance between consumption and money. Both are important components of the risk premium in this model.10

3. Solving and Calibrating the Model

In this section, I first define the parameter and state vector for the model and briefly discuss how the model is solved numerically. Since the model is too complex for estimation of all the parameters, I also discuss the choice of a set of benchmark parameter values. I estimate a subset of the parameter vector using data on U.S. and U.K. consumption and money growth. The estimation technique and results are also discussed.

3.1 Numerical solution of the model

The economic environment can be summarized by the parameters \( \Phi \), the state vector \( \Theta_t \), and a set of Euler equations that the endogenous variables must satisfy. I partition the parameter space as \( \Phi = [\Xi, \Omega] \), where \( \Xi \) stacks the parameters of the law of motion of the forcing processes and \( \Omega = [\beta, \gamma, c_x, c_y, \xi_x, \xi_y, \mu_x, \eta_x, \theta_x, \mu_y, \eta_y, \theta_y] \). It will be useful to further partition the parameter space as follows. Let \( \Xi_1 \) denote the parameters governing the conditional mean equation and the unconditional variances and correlations of the four exogenous processes; and let \( \Xi_2 \) denote the parameters governing the time variation in the conditional variances \( [\delta_i, \alpha_i] \) \( (i = m, x, n, y) \). Hence, \( \Xi = [\Xi_1', \Xi_2']' \). Furthermore, let \( \Omega = [\Omega_1', \Omega_2']' \), with \( \Omega_1 = [\beta, \gamma, c_x, c_y, \xi_x, \xi_y] \) and \( \Omega_2 = [\mu_x, \eta_x, \theta_x, \mu_y, \eta_y, \theta_y] \).

Conditional on estimates for \( [\Xi, \Omega_2] \), the state vector \( \Theta_t \) of the model can be determined. The growth rates for the exogenous state variables are denoted by, for example, \( g m_i = M_i^t / M_{i-1}^t \) (analogous definitions apply to \( g x_i, g n_t, g y_t \)). The conditional variances \( h_{t+1,t} \) are in the time \( t \) information set and also part of the state vector. Because of the constant correlation GARCH model, they suffice to forecast future conditional variances and covariances. The stock of durables and the habit stock are introduced in stationary format by dividing by consumption levels as is done in Heaton (1995). Hence, \( \Theta_t = [1, g m_t, g x_t, g n_t, g y_t, b_{t+1,11}, b_{t+1,22}, b_{t+1,33}, b_{t+1,44}, k_x^t / x_t^t, k_y^t / y_t^t, b_x^t / x_t^t, b_y^t / y_t^t]' \).

The crucial endogenous variables are the velocities [Equation (17)] and the marginal utilities [Equation (12)]. Once these variables are determined, the other endogenous variables follow straightforwardly.

---

10 A lognormal example that links the risk premium to the second moments of the forcing processes is worked out in the Appendix.
The solution technique proceeds in two steps. First, a stationary representation of the relevant Euler equations is obtained where all variables depend only on the stationary state vector defined above. Then the endogenous variables are approximated by second-order polynomials in the state variables; and the Euler equations are numerically solved using the approach of Judd (1992). To evaluate expectations, I use Monte Carlo integration as in Heaton (1995) with 4,000 observations. Marcet and Marshall (1993) prove that, when the sample size and the polynomial order approach infinity, the numerical equilibrium solution converges to the rational expectations equilibrium. A detailed description of the solution technique can be found in the Appendix.

3.2 Parameter calibration of $\Omega$

I choose the benchmark parameters to be the same for the home and foreign good, hence the $x$ and $y$ subscripts can be dropped. The parameter choices are for $\Omega_1$: $\beta = 0.975^{1/52}$, $\gamma = 0.2$, $c = 0.09$, and $\xi = 2.5$; and for $\Omega_2$: $\mu = 0.75$, $\theta = 0.95$, and $\eta = 0.76$.

Consider first the specification of $\Omega_1$. As described in the Appendix, these parameters are calibrated to imply reasonable velocity and interest rate behavior in the nonstochastic steady state of the model and to imply transaction costs between 0.01 percent and 1 percent of total consumption. Although the transaction cost technology is assumed to be the same for purchasing U.S. and U.K. goods, this does not imply that U.S. and U.K. interest rates are the same. Interest rates also depend on the properties of money and consumption growth in both countries. In the nonstochastic steady state, U.K. interest rates are substantially higher than U.S. interest rates, as is true in the data. Previous estimates of the curvature parameter in the utility function vary wildly, but they are often quite low.\footnote{See, for instance, Bansal et al. (1995) and Canova and Marrinan (1993) for parameter estimates lower than one in an international framework.} \footnote{While they did not allow for lags beyond 2 months, my specification implies that less than 10 percent of the stock remains after 2 months.} Although the current specification of $\Omega_1$ imposes discipline on the simulations, I explore the implications of the model for a setting with more curvature ($\gamma = 2$) in the utility function as well.

The $\Omega_2$ parameters are based on empirical studies using U.S. consumption data. With $\mu = 0.76$, the half-life of durability is 2.5 weeks and three-quarters of consumption vanishes within the month. This is consistent with the parameter estimates of Dunn and Singleton (1986) and Eichenbaum and Hansen (1990), since, as in those articles, consumption here is measured as nondurables and services.\footnote{See, for instance, Bansal et al. (1995) and Canova and Marrinan (1993) for parameter estimates lower than one in an international framework.} The sum of the habit weights $\eta$ is based on the parameter estimates of Ferson and
Constantinides (1991) and Heaton (1995), which vary between .60 and .95. Estimates of simple nonseparability parameters typically favor durability when monthly data are used, and favor habit persistence when quarterly or annual data are used. As Heaton (1995) stresses, these two findings can be plausibly reconciled by a parameter configuration in which durability dominates in the short run and habit effects dominate in the long run. Or, in the notation of Equation (13), \( a_{t} > 0 \) for small \( t \) and \( a_{t} < 0 \) for large \( t \). This requires

\[
\eta(1 - \theta) \leq \mu \leq \theta + \eta(1 - \theta).
\]  

(20)

My choice of \( \theta = .95 \) implies a positive \( a_{t} \) within the quarter and a negative \( a_{t} \) from month 9 onward. Hence, this specification is very different from the one used by Backus, Gregory, and Telmer (1993). In their habit model, the service flow is current consumption minus a fraction of past consumption. If this fraction is large, a decline in consumption may cause enormous decreases in utility. My model mitigates this effect because it provides for short-run substitutability in consumption.

3.3 Parameter calibration of \( \Xi_{1} \)

I estimate \( \Xi_{1} \) using data on empirical proxies to the endowment and money supply shocks. I interpret the endowments as per capita consumption of nondurables and services in the U.S. (the home country) and the U.K. (the foreign country), respectively. The monetary shocks are assumed to be shocks to a broad money concept in these countries.\(^{13}\) There are no data that correspond exactly to the endowment or money constructs of the model. For example, the lack of a production sector means that consumption equals output in the model. Moreover, a two-country model cannot replicate the complexity of trade patterns that we observe in the real world. Nevertheless, the use of nondurables and services consumption makes our results comparable to the majority of the applied consumption-based asset pricing literature. Below I examine the sensitivity of the simulation results to changes in the estimated parameters \( \Xi_{1} \).

Because the data are sampled quarterly, a temporal aggregation problem arises in the estimation. In general, an attempt to identify parameters from a weekly model with quarterly data is plagued with the aliasing problem [Hansen and Sargent (1983), Nijman and Palm (1990)]. Many models could yield observationally equivalent laws of motion for the quarterly data.

\(^{13}\) See the Data Appendix for more details.
I estimate the following simple parameterization of the general conditional mean specification in Equation (19):

\[
A(L) = I - \begin{bmatrix}
    a_{1,1}L & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & a_{3,1}L & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix}
\]

\( M(L) = I \)  

(21)

In words, the money processes follow an ARIMA(1,1,0). The consumption processes are martingales, but the innovations of all four series are assumed to be correlated. While this model seems very simple, I will show that it generates sufficiently rich dynamics at the quarterly frequency to be consistent with the data. Moreover, the model implies that the parameter vector \( \Xi_1 \) is identifiable from quarterly data and can be estimated using the general method of moments [Hansen (1982)], henceforth GMM.

To motivate this simple model, consider the time-series properties of the forcing processes in Table 2.1. First, consider the autocorrelations of the first differenced consumption series, reported in panel A. Taken individually, the hypothesis that the first autocorrelation of both consumption series is .25 and that the second autocorrelation is zero cannot be rejected. A joint test on the four autocorrelations reveals some evidence against the hypothesis that the first autocorrelation is .25 and the second through fourth autocorrelations are zero in both the U.S. and the U.K., but it is not particularly strong. The monetary aggregates are much more persistent than the consumption series. Panel B contains the results of a VAR on the four variables. Tests on the VAR order support a first-order VAR. For each equation, I perform a Wald test for the joint significance of the coefficients on the variables other than the lagged left-hand-side variable. Note the significant cross-effects, particularly in the U.K. equations. A test of the hypothesis that the innovation covariances are jointly zero is also rejected. Diagnostic tests on the residuals of the first-order VAR detect little evidence of significant serial correlation, heteroskedasticity, or deviations from normality, with the exception of some remaining serial correlation in the U.S. consumption equation residuals.

These data patterns can be consistent with the simple law of motion specified in Equation (21) because of temporal aggregation. For money, a stock variable, temporal aggregation will introduce an additional MA component. To see this, consider quarterly growth in the
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14 The log-difference specification of Equation (19) is justified by the unit root and cointegration tests reported in Bekaert (1992).
money supply as a function of weekly growth rates. Assuming 13 weeks per quarter, we find

\[ \ln(M_t^s) - \ln(M_{t-13}^s) = \sum_{i=0}^{12} \Delta \ln(M_{t-i}^s) \]

\[ = (1 + L + \cdots + L^{12}) \Delta \ln(M_t^s) \]  \hspace{1cm} (22)

where \( \Delta \) is the difference operator and \( L \) the 1-week lag operator. As is shown formally in Bekaert (1992), it follows that the implied quarterly law of motion of the ARIMA(1,1,0) specification is ARIMA(1,1,1), which is potentially consistent with the data patterns.

For consumption, the log transformation complicates temporal aggregation in my model. I approximate logs of arithmetic averages with geometric averages as in Hall (1988) and Heaton (1995). That is, I assume

\[ \ln \left( \sum_{\tau=0}^{12} x_t^{s-r} \right) - \ln \left( \sum_{\tau=0}^{12} x_{t-13-r}^{s-r} \right) \approx \frac{1}{13} \sum_{\tau=0}^{12} [\ln(x_t^{s-r}) - \ln(x_{t-13-r}^{s-r})]. \]  \hspace{1cm} (23)

When one averages weekly data over 13 periods, the induced filter on the disaggregated data becomes

\[ \ln(x_t^{s,a}) - \ln(x_{t-13,a}^{s,a}) = \frac{1}{13} \left[ \sum_{i=0}^{12} (i + 1) \Delta \ln(x_{t-i}^{s,i}) \right. \]
\[ + \sum_{i=0}^{12} (13 - i - 1) \Delta \ln(x_{t-13-i}^{s,i}) \left. \right] \]
\[ = \frac{1}{13} (1 + L + L^2 + \cdots + L^{12})^2 \Delta \ln(x_t^s) \]  \hspace{1cm} (24)

where the \( a \) subscript denotes time averaged data. In obtaining the difference of two quarterly consumption flows, the weekly differences are filtered with a triangle window, which puts more weight on the observations near the end of the first month. As is known from the work of Working (1960), a time-averaged random walk implies a first-order autocorrelation of .25.

The VAR tests show that the forcing variables are correlated, which is accommodated through the assumption of correlated residuals in Equation (19). The significant cross-effects in the conditional means may also be due to a time-aggregation effect. Bekaert (1992) gives a detailed description of the restrictions that the weekly model imposes on quarterly data and provides an identification proof for a model that
**Table 2**

Time-series properties of the forcing processes

**Panel A: Autocorrelations**

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_{13} \ln(M_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(x_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(N_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(y_{r-1,a}^t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ac_1$</td>
<td>.464 (.102)</td>
<td>.296 (.128)</td>
<td>.322 (.167)</td>
<td>.376 (.119)</td>
</tr>
<tr>
<td>$ac_2$</td>
<td>.255 (.080)</td>
<td>.067 (.104)</td>
<td>.439 (.120)</td>
<td>.143 (.095)</td>
</tr>
<tr>
<td>$ac_3$</td>
<td>.345 (.078)</td>
<td>.139 (.100)</td>
<td>-.002 (.119)</td>
<td>-.102 (.192)</td>
</tr>
<tr>
<td>$ac_4$</td>
<td>.118 (.163)</td>
<td>.284 (.117)</td>
<td>.238 (.122)</td>
<td>-.130 (.150)</td>
</tr>
<tr>
<td>RW</td>
<td>11.08 (.026)</td>
<td></td>
<td></td>
<td>13.11 (.011)</td>
</tr>
</tbody>
</table>

**Panel B: Selection criteria for the VAR order**

<table>
<thead>
<tr>
<th>VAR order</th>
<th>Akaike criterion</th>
<th>Schwarz criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-40.34</td>
<td>-39.80</td>
</tr>
<tr>
<td>2</td>
<td>-40.03</td>
<td>-38.95</td>
</tr>
<tr>
<td>3</td>
<td>-40.28</td>
<td>-38.64</td>
</tr>
</tbody>
</table>

**Panel C: Parameter coefficients for VAR of order 1**

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_{13} \ln(M_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(x_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(N_{r-1,a}^t)$</th>
<th>$\Delta_{13} \ln(y_{r-1,a}^t)$</th>
<th>$R^2$</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{13} \ln(M_{r-1,a}^t)$</td>
<td>.537 (.121)</td>
<td>-.297 (.194)</td>
<td>-.068 (.123)</td>
<td>-.066 (.102)</td>
<td>.212</td>
<td>6.008</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(x_{r-1,a}^t)$</td>
<td>.158 (.068)</td>
<td>.204 (.142)</td>
<td>.087 (.100)</td>
<td>.050 (.065)</td>
<td>.091</td>
<td>7.078</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(N_{r-1,a}^t)$</td>
<td>-.012 (.137)</td>
<td>-.286 (.175)</td>
<td>.289 (.149)</td>
<td>.097 (.085)</td>
<td>.097</td>
<td>14.749</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(y_{r-1,a}^t)$</td>
<td>-.425 (.164)</td>
<td>.656 (.300)</td>
<td>.275 (.164)</td>
<td>-.092 (.135)</td>
<td>.152</td>
<td>16.535</td>
</tr>
</tbody>
</table>

Test on innovation covariances: 17.793 (.007)

embeds the parameterization in Equation (21). Hence, the estimation of $\Sigma_1$ is not subject to the aliasing critique.

The model specified in Equations (19) and (21) has 12 parameters: the two autocorrelation coefficients of the money processes and the distinct elements of the unconditional covariance matrix of the innovations, $\Sigma_\epsilon$. To guarantee positive semidefiniteness of $\Sigma_\epsilon$, I estimate its Cholesky decomposition. I estimate the parameters by standard GMM. Let $X_{t,a}$ contain the de-meaned quarterly observations on log-
Consumption growth rates are taken from the OECD Quarterly National Accounts for the U.S. \([\Delta_{13}\ln(x_{t,a})]\) and the U.K. \([\Delta_{13}\ln(y_{t,a})]\). The symbol \(\Delta_{13}\) stands for the 13-weeks difference operator and the subscript \(a\) for time-averaged data. Money growth rates are computed from Citibase data for the U.S. \([\Delta_{13}\ln(M_{t,a})]\) and from internal Bank of England data for the U.K. \([\Delta_{13}\ln(N_{t,a})]\), see the Data Appendix for further details. The sample period is from the first quarter in 1975 to the last quarter in 1990.

The standard errors of the autocorrelations are computed by GMM, using the heteroskedasticity and autocorrelation consistent covariance estimator described in Andrews (1991) with a Bartlett kernel and optimal bandwidth of 2. RW in panel A tests jointly whether the first autocorrelation of consumption is .25 and the second through fourth autocorrelations are 0. RW has a \(\chi^2(4)\) distribution under the null, and the \(p\) value of the test is reported in parentheses.

The appropriate lag length for the VAR minimizes the Akaike or Schwarz criterion in panel B. Parameter estimates are obtained by OLS and reported in panel C with heteroskedasticity consistent standard errors. The \(X^2(3)\) statistic in panel C tests whether the three coefficients other than the one on the lagged left-hand-side variable are jointly equal to zero. A test statistic on the joint significance of the six innovation covariances is also reported. The test statistic is derived from the joint distribution of the VAR parameters and the innovation matrix and has a \(\chi^2(6)\) distribution.

In panel D, the Cumby-Huizinga (1992) \(L\)-test for serial correlation of the residuals is robust to conditional heteroskedasticity and lagged dependent variables. The \(Q2\)-test is the Ljung–Box test statistic applied to squared residuals. The ARCH-test is the standard Lagrange multiplier test for serial correlation in the squared residuals, as proposed by Engle (1982). All tests are \(\chi^2(n)\) with \(n\) the number of lagged squared residuals included in the test. \(Ku\) is the normalized kurtosis coefficient and \(Sk\) the normalized skewness coefficient. Their asymptotic distribution is \(N(0, 24/T)\), \(N(0, 6/T)\) respectively, with \(T\) the sample size, under the null of normality. \(BJ\) is the Bera and Jarque (1982) test for normality and is \(\chi^2(2)\). P-values, based on the \(\chi^2\) distribution, are reported for all test statistics.

## Table 2 (continued)

### Panel D: Residual diagnostics

<table>
<thead>
<tr>
<th></th>
<th>(L(4))</th>
<th>(Q2(4))</th>
<th>ARCH(4)</th>
<th>(Ku)</th>
<th>(Sk)</th>
<th>(BJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. 1</td>
<td>6.825</td>
<td>3.876</td>
<td>3.922</td>
<td>.265</td>
<td>-.137</td>
<td>.386</td>
</tr>
<tr>
<td></td>
<td>(.145)</td>
<td>(.423)</td>
<td>(.417)</td>
<td>(.665)</td>
<td>(.655)</td>
<td>(.824)</td>
</tr>
<tr>
<td>Eq. 2</td>
<td>12.462</td>
<td>7.902</td>
<td>8.746</td>
<td>.975</td>
<td>.296</td>
<td>3.459</td>
</tr>
<tr>
<td></td>
<td>(.014)</td>
<td>(.095)</td>
<td>(.068)</td>
<td>(.112)</td>
<td>(.333)</td>
<td>(.177)</td>
</tr>
<tr>
<td>Eq. 3</td>
<td>1.371</td>
<td>3.081</td>
<td>3.938</td>
<td>.631</td>
<td>-.370</td>
<td>2.520</td>
</tr>
<tr>
<td></td>
<td>(.849)</td>
<td>(.544)</td>
<td>(.415)</td>
<td>(.305)</td>
<td>(.227)</td>
<td>(.284)</td>
</tr>
<tr>
<td>Eq. 4</td>
<td>10.613</td>
<td>4.912</td>
<td>5.704</td>
<td>.140</td>
<td>.005</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td>(.031)</td>
<td>(.296)</td>
<td>(.222)</td>
<td>(.819)</td>
<td>(.986)</td>
<td>(.974)</td>
</tr>
</tbody>
</table>

The differences of money and consumption. Consider the function \(f(X_{t,a})\) that maps a subset of the data sample into a vector-valued stochastic process such that \((1/T)\Sigma f(X_{t,a})\) is a vector of sample moments at time \(t\). Let \(E[f(\Xi_1, X_{t,a})]\) represent the corresponding vector of population moments. The parameters \(\Xi_1\) are estimated with 16 orthogonality conditions, using the moments \(E[f(\Xi_{t,a}, \Xi_1)] = \text{vech}(E(X_{t,a}X_{t,a}'), E[X_{t,a}X_{t-1,a}'], E[X_{t,a}X_{t-2,a}'])\) for all \(t\) and for \(j = 1, 3\) with the indexing being the same as for \(X_t\). As these moments are analytically known, construction of the orthogonality conditions is trivial. The estimation is done with a weighting matrix equal to the inverse of a consistent estimate of the spectral density at frequency zero of the orthogonality
conditions. The latter is estimated using a Bartlett kernel with an "optimal" bandwidth of three [Andrews (1991)]. The estimation imposes four overidentifying restrictions that can be tested.

Table 3 contains the estimation results for \( \varpi_1 \). The estimation yields persistent money supply rules, although the implied quarterly first-order autocorrelation coefficient is less than .25 in both cases. The parameters of the innovation covariance matrix are estimated with reasonable precision. The table reports the resulting standard deviations and correlations. The \( \chi^2(4) \) test statistic of the overidentifying restrictions is 4.157 with a \( p \)-value of .385, indicating no evidence against the restrictions.

The C-statistics, reported in the table, test some other restrictions implied by the model using the methodology from Eichenbaum, Hansen, and Singleton (1988). The first set of restrictions tested is the implication of the model's weekly law of motion for consumption—that the second autocovariance of quarterly consumption data ought to be zero. This is the \( C_T(2) \) statistic in the table. The second set of restrictions concerns the cross-moments of the quarterly variables. In general, the first-order covariance of the quarterly measured data is nonzero but restricted by the weekly model. I test six cross-moment restrictions: the covariance between U.S. money and lagged U.K. money (and vice versa), between U.S. consumption and lagged U.K. consumption (and vice versa), and between U.S. (U.K.) consumption and lagged U.S. (U.K.) money. All these covariances were among the strongest in the VAR estimated on quarterly data. This is the \( C_T(6) \) statistic in the table. The \( C_T(8) \) test statistic is for a joint test of the two autocovariance restrictions for consumption growth and the six cross-moment restrictions. As the table shows, none of the tests performed rejects the restrictions imposed by the simple weekly model.

### 3.4 Parameter calibration of \( \varpi_2 \)

Diebold (1986) proves that GARCH processes converge to unconditional normality under temporal aggregation, which might make it practically difficult to identify \( \varpi_2 \) from quarterly data. Moreover, results on the time aggregation of GARCH processes are scarce. Drost and Nijman (1993) restrict themselves to univariate models and show that strong forms of GARCH are not closed under temporal aggregation. Therefore, I do not attempt to estimate these parameters.

Data at the weekly frequency only exist for U.S. money. I used the results of a univariate GARCH model applied to weekly U.S. M2 data from January 1981 until the first week of 1993 to determine both \( (\delta_m, \alpha_m) \) and \( (\delta_n, \alpha_n) \) as (.408, .236). For comparison, estimation results for M1 data are also reported in Table 4, panel A. Furthermore, I chose \( (\delta_x, \alpha_x) = (\delta_y, \alpha_y) = (.80, .13) \). Taken as a univariate GARCH
Table 3  
GMM estimation of the law of motion for the forcing processes

Autocorrelation coefficients
\[ a_{11} = 0.893 \pm 0.031 \]
\[ a_{21} = 0.865 \pm 0.038 \]

<table>
<thead>
<tr>
<th>Correlation matrix</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.0003</td>
<td>.291</td>
<td>-.198</td>
</tr>
<tr>
<td></td>
<td>(.0006)</td>
<td>(.128)</td>
<td>(.161)</td>
</tr>
<tr>
<td></td>
<td>.0015</td>
<td>-.055</td>
<td>.525</td>
</tr>
<tr>
<td></td>
<td>(.0014)</td>
<td>(.149)</td>
<td>(.128)</td>
</tr>
<tr>
<td></td>
<td>.0004</td>
<td>.465</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.0007)</td>
<td>(.114)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.00024)</td>
</tr>
</tbody>
</table>

Tests of the model

<table>
<thead>
<tr>
<th>( J_{F}(4) )</th>
<th>( G_{T}(8) )</th>
<th>( G_{T}(6) )</th>
<th>( G_{T}(2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.157</td>
<td>5.110</td>
<td>3.996</td>
<td>1.114</td>
</tr>
<tr>
<td>(.385)</td>
<td>(.746)</td>
<td>(.677)</td>
<td>(.573)</td>
</tr>
</tbody>
</table>

Consumption growth rates are taken from the OECD Quarterly National Accounts for both the U.S. and the U.K., whereas money growth rates are taken from Citibase for the U.S. and from internal Bank of England data for the U.K., see the Data Appendix for further details. The sample period is from the first quarter in 1975 to the last quarter in 1990.

The estimated parameters govern the unconditional moments of the law of motion specified in Equations (19) and (21) in the text. The \( a \) parameters are the autocorrelation coefficients in the weekly money growth processes. Although the Cholesky decomposition of the unconditional covariance matrix of the innovations is estimated, I report the resulting correlation matrix of the innovations with standard deviations on the diagonal. The standard errors are obtained from the standard errors of the estimated parameters using the mean value theorem. By estimating the Cholesky decomposition directly, positive semidefiniteness of the covariance matrix is automatically imposed.

The \( J_{F} \) statistic tests the overidentifying restrictions of the original estimation with 16 moments. \( P \)-values are given in parentheses. The \( C \)-tests test various restrictions implied by the weekly model for quarterly data. We test a total of eight restrictions. The test methodology follows Eichenbaum, Hansen, and Singleton (1988). First, the parameters are reestimated using the 8 moment conditions to be tested in addition to the 16 original moments. This yields a \( \chi^2(12) \) test statistic for the overidentifying restrictions, which is denoted by \( J_{F}(12) \). Suitable partitions of the resulting weighting matrix are then used to estimate the model parameters with fewer moment conditions. The difference of the \( J_{F}(12) \) test statistic and the new test of the overidentifying restrictions is denoted by \( C_{T}(n) \) with \( n \) the number of moment conditions not used in the final estimation. \( C_{T}(2) \) is the test statistic for the restrictions implied by the model that the second autocovariances of both quarterly consumption growth rates ought to be zero. \( C_{T}(6) \) is the test statistic for six cross-moment restrictions: the covariance between U.S. money and lagged U.K. money (and vice versa), between U.S. consumption and lagged U.K. consumption (and vice versa), and between U.S. (U.K.) consumption and lagged U.S. (U.K.) money. The \( G_{T}(8) \) test statistic is for a joint test of the two autocovariance restrictions for consumption growth and the six cross-moment restrictions. All test statistics have \( \chi^2 \) distributions with degrees of freedom equal to the number indicated between parentheses.

The model, this parameterization for the consumption processes implies a kurtosis coefficient of 1.0 and a half-life of conditional variance shocks of 3 weeks.
Table 4
Implications of the $\mathcal{B}^2$ calibration

Panel A: Half-life and kurtosis implied by GARCH coefficients

<table>
<thead>
<tr>
<th>Model, $\delta_m = \delta_u = .408$, $\alpha_m = \alpha_u = .236$</th>
<th>Half-life</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model, $\delta_x = \delta_y = .80$, $\alpha_x = \alpha_y = .13$</td>
<td>3.11</td>
<td>1.00</td>
</tr>
<tr>
<td>Data (M1), $\delta = .876$, $\alpha = .071$</td>
<td>5.24</td>
<td>.32</td>
</tr>
<tr>
<td>Data (\Delta s), $\delta = .882$, $\alpha = .094$</td>
<td>5.52</td>
<td>1.78</td>
</tr>
</tbody>
</table>

Panel B: Implications for temporally aggregated forcing processes

<table>
<thead>
<tr>
<th>Q(2)($\delta$)</th>
<th>ARCH(4)</th>
<th>Ku</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{13} \ln(M_{t, a})$</td>
<td>3.876</td>
<td>3.922</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(x_{t, a})$</td>
<td>7.902</td>
<td>8.746</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(N_{t, a})$</td>
<td>3.081</td>
<td>3.938</td>
</tr>
<tr>
<td>$\Delta_{13} \ln(y_{t, a})$</td>
<td>4.912</td>
<td>5.704</td>
</tr>
</tbody>
</table>

Panel A compares the half-life and kurtosis implied by a number of univariate GARCH models. The first GARCH model was estimated from weekly data on U.S. M2. The sample runs from January 1981 to the first week of January 1993 and was taken from the Federal Reserve Bulletin. I also estimated a GARCH model for M1-data for that sample which is reported on the third row. In both cases, the GARCH estimation was performed on the residuals from a first-order autoregression on log money growth rates. The second row reports the half-life and kurtosis implied by the parameters chosen for the consumption processes. The fourth row in panel A reports the results for the GARCH estimation on weekly dollar/pound exchange rates for the 1975 to 1990 sample described in the Data Appendix.

In panel B, the first line in each row repeats the $Q(2)$, ARCH(4), and $K_u$ statistics for a first order VAR on $[\Delta_{13} \ln(M_{t, a}), \Delta_{13} \ln(x_{t, a}), \Delta_{13} \ln(N_{t, a}), \Delta_{13} \ln(y_{t, a})]'$ (see Table 2). These variables represent consumption growth rates, taken from the OECD Quarterly National Accounts, for the U.S. $[\Delta_4 \ln(x_{t, a})]$ and the U.K. $[\Delta_4 \ln(y_{t, a})]$ and money growth rates, taken from Citibase for the U.S. $[\Delta_{13} \ln(M_{t, a})]$ and from internal Bank of England data for the U.K. $[\Delta_{13} \ln(N_{t, a})]$, see the Data Appendix for further details. The sample period is from the first quarter in 1975 to the last quarter in 1990. For each statistic, the table reports the corresponding quantile in the Monte Carlo distribution on the second line. In the Monte Carlo experiment, the weekly law of motion of Equation (19) is used to generate 1,000 sets of weekly observations on $[\ln(M_t), \Delta \ln(x_t), \Delta \ln(N_t), \Delta \ln(y_t)]'$. The conditional mean and the unconditional variances are fixed at the parameter estimates reported in Table 3. The conditional heteroskedasticity parameters are the benchmark parameters (see rows 1 and 2 in panel A). The weekly observations are then aggregated to 60 quarterly observations. The statistics are computed on the residuals of a first-order VAR on the aggregated data.

These parameter choices satisfy three criteria. First (see Table 4, panel A), the implied kurtosis and persistence of conditional variance shocks are lower than those implied by a univariate GARCH(1,1) model estimated from the weekly pound/dollar exchange rate data used in this article. Hence, if the model is to explain the observed leptokurtosis and conditional heteroskedasticity in exchange rates, the nonlinearities in the forcing process do not suffice. Endogenous nonlinear dynamics will have to play a role. Second, the conditional
Table 4 (continued)

Panel C: Implications for heteroskedasticity and leptokurtosis in exchange rates and forward premiums

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>Model $\gamma = .2$</th>
<th>Model $\gamma = 2.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa u(\Delta \delta_s)$</td>
<td>3.000</td>
<td>.058</td>
<td>.579</td>
</tr>
<tr>
<td></td>
<td>(1.290)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{13}((\Delta \delta_s)^2)$</td>
<td>2.419</td>
<td>1.368</td>
<td>2.541</td>
</tr>
<tr>
<td></td>
<td>(.427)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{32}((\Delta \delta_s)^2)$</td>
<td>4.101</td>
<td>1.424</td>
<td>4.268</td>
</tr>
<tr>
<td></td>
<td>(.717)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa u(\Delta f_{p_0})$</td>
<td>8.635</td>
<td>4.331</td>
<td>6.363</td>
</tr>
<tr>
<td></td>
<td>(2.495)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{13}((\Delta f_{p_0})^2)$</td>
<td>2.718</td>
<td>3.257</td>
<td>2.397</td>
</tr>
<tr>
<td></td>
<td>(.413)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{32}((\Delta f_{p_0})^2)$</td>
<td>5.957</td>
<td>4.175</td>
<td>4.277</td>
</tr>
<tr>
<td></td>
<td>(1.174)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In panel C, the normalized kurtosis coefficient $\kappa u$ is computed for (de-meaned) currency depreciation, $\Delta \delta_s$, and for the differenced forward premium, $\Delta f_{p_0}$. The sample period is January 1975 to December 1990 and the data are further described in the Data Appendix. Differencing is needed to remove the serial correlation from the forward premium series (see Table 1). As before, the symbol $v$ stands for variance ratio and the subscript indicates the number of autocorrelations included in the computation. Heteroskedasticity in exchange rates and forward premiums implies positive serial correlation in squared exchange rate changes and the squared differenced forward premium, which would yield variance ratios above one. The standard errors in column 1 are derived by GMM (see also Table 1). The values reported in the second column are the model moments at the benchmark parameter values (with $\gamma = .2$), and the values reported in the third column are the model moments at the benchmark parameter values, except that $\gamma = 2$.

Heteroskedasticity in the fundamentals at the weekly level is weak enough so that it disappears when the data are time aggregated. This is illustrated with a small Monte Carlo experiment in panel B of Table 4. The kurtosis and heteroskedasticity test values from the quarterly VAR (see Section 3.3) never correspond to low quantiles of the Monte Carlo distribution generated from the weekly model with heteroskedastic shocks. Third, when the model is solved at the benchmark parameters, but with a slightly larger curvature parameter, it generates realistic nonlinear patterns in exchange rates and forward premiums. This is demonstrated in panel C of Table 4. The model moments are within two standard error bands of a number of empirical moments characterizing leptokurtosis and heteroskedasticity in exchange rates and forward premiums.

In simulation exercises below, I explore various patterns of time variation in the second moments of the forcing processes and their implications for exchange rate behavior. Furthermore, the results below are not sensitive to the assumption of identical parameters across countries. To examine this, I specified three possible parameter values
for \((\delta, \alpha)\): (0.408, 0.236), (0.80, 0.13), and (0.876, 0.071)—the latter parameters obtained from the data on weekly U.S. M1 growth rates. They imply \(3^4 = 81\) different parameter combinations for the heteroskedasticity in the four exogenous processes. The range of variation of the implied endogenous moments of interest over these 81 parameter combinations was quite small.

4. Simulation Results

4.1 Comparing different models

Simulation results are reported for a CIA model, the transaction cost model with time-additive preferences, the transaction cost model with durability, the transaction cost model with durability and habit persistence, and finally for the complete model incorporating time-varying uncertainty in the fundamentals.

4.1.1 CIA model. Table 5, panel A contains simulations for the benchmark parameter values. Panel B increases the curvature parameter for the utility function to two. A CIA model with time-additive preferences and binding CIA constraints is a special case of our model when the velocities equal one. Expressions for \(\Delta s_{t+1}\) and \(fp_t\) in terms of the exogenous processes are given by

\[
\Delta s_{t+1} = \left(\gamma - 1\right) \left[\ln \frac{y_{t+1}^x}{y_t^x} - \ln \frac{y_{t+1}^y}{y_t^y}\right] + \ln \frac{M_{t+1}^x}{M_t^x} - \ln \frac{N_{t+1}^y}{N_t^y},
\]

\[
fp_t = \left(\gamma - 1\right) [u_{t,4}^x - u_{t,4}^y] + u_{t,4}^M - u_{t,4}^N + v,
\]

where \(u_j\) indicates the conditional mean of \(\ln(f_{t+1}^j/f_t^j),\ j = M, N, x, y,\) and \(v\) is a constant depending on the (co-) variances of the forcing processes. When \(\gamma = 1\) (log-utility), exchange rates only depend on money and are consequently highly persistent and not very variable. Likewise, forward premiums are very persistent and show considerable variance because future money supplies are highly predictable.

When \(\gamma\) differs from 1, exchange rates also depend on the supply shocks, which are uncorrelated (see above). Therefore, their variability increases and their persistence drops, which is apparent from the second column in panels A and B. Clearly, the CIA model overpredicts the persistence of exchange rates and underpredicts its variability. The simple model implies realistic forward premium volatility and underpredicts its persistence at long horizons. As shown before [Bekaert (1994)], the variability of the risk premium is negligible in CIA models.
4.1.2 Introducing transaction costs. Panel B best illustrates the effects of the different features of the model. The transaction cost technology induces variable velocities. Variable velocity both increases the variability of currency depreciation and dilutes the persistence that is injected by the highly autocorrelated money supply rules. However, it also implies less predictable IMRS, making their predictable parts—interest rates—less variable and less persistent.
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### Table 5 (continued)

<table>
<thead>
<tr>
<th>Data</th>
<th>EXTR</th>
<th>CON</th>
<th>MON</th>
<th>MPU</th>
<th>MPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(\Delta S_t)$</td>
<td>17.668 (1.069)</td>
<td>39.700</td>
<td>19.532</td>
<td>15.336</td>
<td>20.829</td>
</tr>
<tr>
<td>$\nu_1(\Delta S_t)$</td>
<td>1.504 (1.333)</td>
<td>1.042</td>
<td>.979</td>
<td>.983</td>
<td>1.000</td>
</tr>
<tr>
<td>$\nu_2(\Delta S_t)$</td>
<td>1.725 (3.14)</td>
<td>.626</td>
<td>.540</td>
<td>.637</td>
<td>.685</td>
</tr>
<tr>
<td>$\sigma(\tilde{f}_{p,t})$</td>
<td>3.481 (3.43)</td>
<td>14.433</td>
<td>7.536</td>
<td>5.149</td>
<td>7.610</td>
</tr>
<tr>
<td>$\nu_1(\tilde{f}_{p,t})$</td>
<td>12.350 (3.90)</td>
<td>8.260</td>
<td>8.476</td>
<td>8.199</td>
<td>9.118</td>
</tr>
<tr>
<td>$\nu_2(\tilde{f}_{p,t})$</td>
<td>32.798 (3.667)</td>
<td>19.250</td>
<td>17.247</td>
<td>16.304</td>
<td>18.721</td>
</tr>
<tr>
<td>$\sigma(\tilde{r}_{p,t})$</td>
<td>10.841 (2.847)</td>
<td>4.037</td>
<td>.592</td>
<td>.189</td>
<td>.290</td>
</tr>
</tbody>
</table>

The first column of the table repeats the data moments reported in Table 1. The sample period is January 1975 to December 1990, $\Delta S$ is the weekly logarithmic change in the dollar/pound exchange rate, and $f_{p,t}$ is the forward premium, measured as the difference between the U.S. 1-month interest rate and the U.K. 1-month interest rate. All interest rates are annualized, that is, they are multiplied by 1,200. Weekly currency depreciation is also multiplied by 1,200. The symbol $\sigma$ always denotes the standard deviation, and $\nu_i$ stands for variance ratio, computed using $i$ autocorrelations. The number between parentheses is a GMM-based standard error for the data moment.

The simulated sample used in computing the endogenous model moments has 4,000 observations. Second-order polynomials are used in approximating the endogenous variables. The acronyms are understood as CIA = cash in advance, TC = transaction cost technology, TA = time additive, D = durability, DH = durability and habit persistence. The benchmark parameters for DHTC are $\beta = 0.97^{1/52}$, $\eta = .75$, $\theta = .95$, $\mu = .76$, $c = .090$, $\xi = 2.5$, and $\gamma = 0.2$. The first column repeats the data moments and their GMM-based standard errors. The next three columns of the table contain simpler variations of the benchmark specification, for example TATC in panel A denotes a time-additive model ($\eta = 0.0$, $\mu = 0.0$) with a transaction cost technology and addilog preferences with a curvature parameter equal to .2. The forcing processes are generated according to the estimated parameters of Table 3. Except for the far-right column, there is no time variation in the second moments of the forcing processes. In the far-right column, the parameters $\Sigma$ are specified as discussed in Table 4. For any simulation with conditional heteroskedasticity, polynomial elements with a higher than .99 correlation with other polynomial elements are discarded in order to reduce the dimensionality of the system.

Panel A reports results for the benchmark curvature parameter ($\gamma = .2$), whereas in panel B, $\gamma$ is set equal to 2. In panel C, the first column (EXTR) reports results for more extreme parameter values: $\gamma = 2.2$, $\eta = .80$, $\theta = .98$ but with the benchmark case conditional heteroskedasticity. Columns 2 through 5 examine the sensitivity to changes in the forcing process parameters. The other parameters are set equal to their benchmark values, except for $\gamma$ which is set equal to 2.0. In CON the variability of the consumption shocks is doubled relative to the benchmark parameters, keeping the correlations between the exogenous variables intact. In MON, analogously, the variability of the money shocks is doubled. In MPU (MPD), the autoregressive parameters are put equal to two standard errors above (below) the estimated value.

### 4.1.3 Introducing durability

Introducing durability potentially provides a remedy to this persistence puzzle. Suppose the agent expects high home endowment growth. Because she desires to smooth consumption, she attempts to consume part of the bumper crop now.
As she is constrained by her present income, she attempts to sell bonds which drives up interest rates. This makes her willing to buy her share of the current endowment. With durability, a positive shock builds into the service flows and is likely to cause a revision of expectations in the next period as well, hence injecting more persistence in interest rates. The high depreciation rate $1 - \mu_X$, and the lack of any correlation in the original endowment growth rates, reduce the potential impact of durability. Also note that the IMRS are just about as variable here as they were in the time-additive model, so that exchange rate variability is virtually unaffected.

4.1.4 Introducing habit persistence. The next column reports the results for the benchmark parameter configuration, but with $\Sigma_2$ still set equal to zero. It offers the most satisfactory match with the data. The economic intuition behind the results is straightforward. With habit formation, consumers are more reluctant to diverge from smooth consumption streams. One could interpret the habit stock as a subsistence level from which it is very painful to deviate. This leads to more variable IMRS, exchange rates, and forward premiums: when the fundamentals change or expectations get revised, agents require larger price movements to hold the endowments. Although the model matches forward premium volatility, exchange rate variability is still somewhat too low.

This specification also comes close to explaining the persistence puzzle. The persistent service flows generated under this preference specification generate substantial persistence in endogenous interest rates, but the model still fails to deliver the persistence observed in forward premium data. On the other hand, the supply shocks cause a large enough forecast error in the IMRS to keep the persistence of exchange rates low. Strikingly, exchange rates show significant mean reversion at long horizons.\textsuperscript{15} This also results from long-run habit. A positive home supply shock weakens the dollar by reducing its marginal utility. The endowment adds to the stock of durables and hence affects the marginal utility of the dollar in the next period as well. Of course, new shocks mitigate this effect and keep the positive persistence at low levels. The higher service flow today also adds to the habit stock tomorrow; and the higher habit stock eventually increases the marginal utility of the dollar, causing the negative correlations. As expected, negative correlations start to dominate after 2 months.

When $\gamma$ is dropped to .2 in the benchmark case, all models per-

\textsuperscript{15} Huizinga (1987) finds evidence for mean reversion in real exchange rates.
form dismally. They severely underpredict both the persistence and variability of exchange rate changes and forward premiums. Clearly, the utility function must have some curvature for habit persistence to generate significant effects.

4.1.5 Introducing time-varying uncertainty in the fundamentals. As both panels show, the model underpredicts the variance of the risk premium by several orders of magnitude. Although habit persistence slightly increases the standard deviation of the risk premium, the largest effects are observed under allowances for time-varying uncertainty in the forcing processes. Risk premium volatility is larger by a factor of about two (panel A) to over four (panel B), compared to the case without heteroskedasticity in the forcing processes. Time-varying uncertainty also increases the variability of both exchange rates and forward premiums. Still, even with $\gamma = 2$, risk premium variability in the data exceeds the model by more than 50 times.

Several conclusions can be drawn from the analysis of the various models:

1. Without some curvature in the utility function, even the richest model with variable velocities, nonseparable preferences, and time-varying uncertainty in the fundamentals fits poorly with the data. Nevertheless, the benchmark model fares better than previous models.

2. With risk aversion modestly higher than log-utility, however, the complete model performs relatively well with respect to the persistence puzzle, although it produces too much mean reversion in exchange rates and somewhat underpredicts the persistence of forward premiums. Simpler models either significantly underpredict the persistence of forward premiums or dramatically overpredict the persistence of exchange rates. The persistence of forward premiums derives primarily from the long-run habit persistence and is reduced when time-varying uncertainty in the fundamentals is allowed. This probably reflects the fact that IMRSs are less persistent with time-varying uncertainty.

3. All models fail drastically with respect to the volatility puzzle, producing $\sigma(\Delta s_t) > \sigma(fp_t) > \sigma(rp_t)$ instead of $\sigma(\Delta s_t) > \sigma(rp_t) > \sigma(fp_t)$. The model with time-varying uncertainty provides the best fit, matching exchange rate volatility and producing a much more variable risk premium. However, it slightly overpredicts forward premium volatility.

We now examine whether changing benchmark parameters brings the model closer to matching the variability of the risk premium without sacrificing performance with respect to the persistence puzzle.
4.2 Risk, uncertainty, and exchange rates
In this section, I explore the effect of different patterns of heteroskedasticity in the forcing processes on equilibrium exchange rate moments. I examine the importance of (i) the persistence of conditional variance shocks to the fundamentals and of (ii) the leptokurtic nature of the shocks. The former is governed by the coefficient on past variances in the GARCH specification; the latter is primarily governed by the coefficient on past residuals. In a first experiment, the kurtosis coefficients of the money processes are fixed at their benchmark values; and I vary $\delta_m = \delta_n$ to generate a half-life of conditional variance shocks varying between 0.5 and 9 weeks. In a second experiment, I fix the persistence of conditional variance shocks (i.e., $\delta_m = .408$), but I adapt $\alpha_m = \alpha_n$ to generate kurtosis coefficients varying between 0.01 and 6.0. The heteroskedasticity parameters for the consumption processes are set to maintain the ratio of the implied half-life (kurtosis) relative to the half-life (kurtosis) associated with the money parameters.

Figure 1 displays the results for the variability of the risk premium. The three lines correspond to different choices for the curvature parameter, $\gamma$; the other parameters are set at their benchmark values. The full horizontal line represents the sample value, and the dotted horizontal lines are two standard error bands around the sample value.

At all three $\gamma$ values, increasing the exogenous kurtosis coefficient from 0.01 to 6.0 more than doubles the variability of the risk premium—although it only leads to modest increases in exchange rate and forward premium variability and it does not affect the persistence of the endogenous variables very much (not reported). Increasing the persistence of conditional variance shocks mainly increases the persistence of the forward premium while it increases the variability of the risk premium by at most 60 percent.

To conclude, changes in the heteroskedasticity parameters bring us closer to resolving the variability puzzle, in that they primarily increase the variability of the risk premium. However, their effects are only substantial when combined with other nonlinear features in the model, such as strong risk aversion or habit persistence.

4.3 Sensitivity analysis
Figure 2 shows the effect of changing the habit weight parameter, $\eta$, on the standard deviation of exchange rate changes, the forward premium, and the risk premium. The parameter $\eta$ is varied between 0.3 and 0.85 for $\gamma = 2.0$ and between 0.3 and 0.8 for $\gamma = 3.0$. Again, the other parameters are fixed at their benchmark values.

The figure nicely illustrates the failure of the model to explain the volatility puzzle. The model can match the variability of all three vari-
Figure 1
Conditional heteroskedasticity in the fundamentals and the variability of the risk premium
In both panels the horizontal lines indicate the sample moment for the variability of the risk premium and a two standard error band around it. Panel A explores the effect of changing the half-life of the conditional variance shocks onto the variability of the risk premium. The half-life varies between 0.5 and 9 weeks and the variability of the implied risk premium is graphed for three different values of the curvature parameter $\gamma$. In panel B, a similar exercise is performed, but now the kurtosis coefficient of the exogenous shocks is varied between .1 and 6.0.
Figure 2
Changes in the habit weight parameter ($\gamma$) and the variability of the endogenous variables
In all three panels the horizontal lines indicate the sample moment for the variability of, respectively, exchange rate changes, the forward premium, and the risk premium, and a two standard error band around it. The habit weight parameter is varied between .3 and .85 for two choices of the curvature parameter $\gamma$. The effects on the variability of exchange rate changes are graphed in panel A, the effects on the variability of the forward premium are graphed in panel B, and the effects on the variability of the risk premium are graphed in panel C.
variables, including the risk premium, but not simultaneously. At $y = 2.0$, $\eta = 0.85$, it is true that the variability of the risk premium exceeds the variability of the forward premium as is true in the data. However, for these parameter values, the level of the variability of all three variables is too high.

Why does this occur? Recall that even a CIA model did a reasonable job in matching forward premium volatility. Increases in the habit weight parameter, as would increases in the curvature of the utility function, generally raise the level of nonlinearity in the model, thereby increasing the variability of IMRS. This, in turn, increases the variability of exchange rates and the risk premium. However, the variability of expected IMRS (interest rates) typically also goes up, which increases the variability of the forward premium. The model has no mechanism to limit the variability of expected IMRS while increasing the variability of IMRS per se. Moreover, the additional features introduced in this model affect the variability of the risk premium much more than the variability of either exchange rates or forward premiums, but in a sense they still affect the variability of exchange rates and forward premiums too much. This result parallels conclusions from single-country models that extreme habit persistence can match the equity premium, but at the expense of inducing implausible variability in the short interest rate.

The effect of more habit persistence is minimal in the benchmark case, for there is not enough curvature in the utility function. Increasing the habit weight also has ambiguous effects on the persistence puzzle. Forward premium persistence mostly goes up, but the model generates more mean reversion in exchange rates.

Table 5, panel C reports some additional sensitivity analysis. EXTR is another example of a parameter configuration for which the standard deviation of the risk premium is near two standard errors of the sample standard deviation. The curvature parameter is only 2.2, but the favorable effects are induced by increasing the long memory in the service flows through increasing $\theta$ and by increasing the habit weight. Unfortunately, exchange rates and forward premiums are far too variable.

Panel C also reports simulations resulting from changing the forcing process parameters, respectively doubling the variability of the consumption shocks, doubling the variability of the money shocks, and increasing and decreasing the persistence of the money processes. Strikingly, the main conclusions remain valid. Exchange rate volatility is roughly matched but forward premium volatility is overpredicted by the model. Although performing much better than Backus, Gregory, and Telmer (1993), the model underpredicts the persistence of forward premiums and exchange rates. Finally, changes in consump-
tion variability have the largest effect on the variability of the risk premium, but the variability reached in the data remains elusive.

The failure of the model to generate sufficient risk premium volatility also surfaces in the correlations between future spot changes and the current forward premium. Not a single experiment in all my simulations yields negative correlations!

5. Conclusions

Standard frictionless monetary general equilibrium models fail to explain the relative variability and persistence of exchange rates and the forward premium. They also fail to generate sufficient variation in the forward market risk premium. In this article, I maintained a frictionless rational expectations model but introduced a more realistic decision interval for the representative agents and more realistic preferences incorporating various forms of time nonseparabilities. The combination of time-varying uncertainty in the fundamentals and time aggregation was shown to be an important factor in explaining the risk premium puzzle. Simulation results indicated that the risk premium can be made several orders of magnitude more variable than in previous models without implying negatively autocorrelated forward premiums. Still, the model tends to overpredict the variability of the forward premium and to severely underpredict the variability of the risk premium.

Several generalizations of the present model are potentially useful. For example, Bekaert, Hodrick, and Marshall (1994) explore the predictability of asset returns, including forward market returns, in a recursive preference framework with first-order risk aversion. Although first-order risk aversion also substantially increases the variance of the risk premium relative to time-additive models, the model substantially underpredicts the variability of exchange rates, the forward premium, and the risk premium.

The empirical results of Bekaert and Hodrick (1993) suggest another useful direction for further research. In an empirical reexamination of the unbiasedness hypothesis, we find that unbiasedness holds for the British pound during the 1975 to 1980 period. In fact, the slope coefficient in a typical unbiasedness regression test is slightly larger than one for that subperiod. In the turbulent 1980s, the rejection of unbiasedness is very severe. Interestingly, for the 1973 to 1976 period, that is, before formal implementation of the floating exchange rate system, we also find negative slope coefficients. Rational agents, faced with an array of policy signals, may need time to recognize or “believe” changes in policy regimes. Such rational “learning” can lead to systematic forecast errors [Lewis (1989)] and partially explain the
negative slope coefficients. Moreover, policy regime switches may be one mechanism behind time-varying uncertainty in the fundamentals.

A third generalization is to break the complete markets setup. In that case, the IMRS need not be equalized across countries. As agents can still self-insure through asset trading, asset prices might not differ very much from the complete market case. However, the perfect risk sharing assumed in this article has several counterfactual implications. First of all, the extent of international portfolio diversification is actually very limited. Second, the setup implicitly imposes purchasing power parity (PPP), which is grossly violated in the data. In fact, when PPP deviations exist, investors in different countries measure their real returns differently and generally desire to hold different portfolios (Adler and Dumas (1983)). An additional channel to break PPP is to explicitly model nontradables. When utility is nonseparable in tradables and nontradables, the IMRSs that are used to discount asset payoffs depend on nontradables as well. Lastly, the large current account imbalances between major industrial countries indicate the usefulness of a general equilibrium model that allows wealth redistributions. I intend to explore a heterogeneous agent economy with nontradable goods in the near future.

Appendix 1: Data

The exchange rate data are daily data from Citicorp Data Services from 1975 to the end of 1990. Robert Korajzyck supplied DRI Eurocurrency interest rates running until mid-1988 which were obtained at INSEAD. They were updated using data from Citicorp Data Services. All rates are sampled each Friday and are average bid and ask rates. When Friday was a holiday, the Thursday rate was used.

Matching the exchange rate sample period, the consumption and money data extend from the first quarter of 1975 to the final quarter of 1990. Quarterly consumption on nondurables and services is taken from the OECD Quarterly National Accounts. The U.K. semidurables category is included as it is comprised of consumption items that are included in the nondurables category for the United States. The series are seasonally adjusted and in 1982 dollars and 1985 pounds, respectively.

Money is measured as end of the quarter M2 money stocks. For the U.S., M2 is taken from Citibase. Due to the introduction of MMDAs and super-NOW accounts, there is an outlier in the U.S. data in the first quarter of 1983. The money growth rate for that quarter is replaced with a weighted average of past and future growth rates, incorporating 18 quarters of data. Published monetary aggregates in the U.K. cannot be used as there were several definitional changes that make
it virtually impossible to deduce a consistently defined series over the whole sample. Therefore, I obtained data on the concept M4 directly from the Bank of England. M4 is a broad aggregate comparable to M2 in the U.S., except that it also includes deposits (including certificates of deposit) with building societies. In November 1981, a big financial institution (the trustees savings bank) turned into a bank, increasing the money supply by 7.5 percent overnight (see Bank of England Quarterly Bulletin, December 1981). This outlier was corrected for in a similar fashion as the U.S. outlier. The money series are also seasonally adjusted. Both the money and real consumption data were divided by total population (series 99z in the International Financial Statistics data set) to arrive at per capita data. The population data are midyear estimates that are linearly interpolated to obtain quarterly data.

Appendix 2: The Calibration of $\Omega_1$

In the nonstochastic steady state of the model, the expressions for velocity and interest rates only depend on the parameters in $\Omega_1$. With addilog utility, steady-state home consumption velocity is given by

$$\tilde{V}^x = \left[ c_x (\xi^x - 1) \right]^{1/\xi} \left[ \frac{gm^x \xi^x - 1}{\beta} \right]^{1/\xi}, \quad (A.1)$$

with upper bars denoting steady-state values. Likewise, the 4-week, steady-state interest rate is defined by

$$(1 + \bar{r})^{-1} = \beta \frac{g^x (1 - \gamma)}{gm^x}. \quad (A.2)$$

Total transaction costs as a proportion of total consumption, $TC_x$, in steady state are given by

$$TC_x = c_x (\tilde{V}^x)^{\xi - 1}. \quad (A.3)$$

The expressions for the foreign good are similar.

To obtain empirical estimates of the steady-state values, I compute monthly interest rate means from the interest rate data used in this article and quarterly velocity means from the OECD data on consumption and consumption deflators and the money supply data described in the Data Appendix. To link quarterly ($V_q$) and weekly ($V_w$) velocity, I assume

$$\tilde{V}_q^x = \tilde{V}_w^x \frac{1 - gm^{15}}{1 - gm}. \quad (A.4)$$
An analogous expression holds for foreign consumption velocity. I consider the following parameter range:

\[
\begin{align*}
\beta & \in \{.95, .955, .96, \ldots, 1.0\} \\
\gamma & \in \{0, .1, .2, .3, \ldots, 2.9, 3.0, 3.25, 3.50, \ldots, 10.25\} \\
c_x = c_y & \in \{.0001, .001, .002, \ldots, .01, .02, \ldots, .1\} \\
\xi_x = \xi_y & \in \{1.25, \ldots, 2.0, 2.5, 3.0, 4.0, 5.0\}.
\end{align*}
\]

To find a "reasonable" parameter configuration for \( \Omega_1 \), the following procedure is performed:

1. Compute mean growth rates of home and foreign consumption and money from the simulated observations according to the law of motion specified in Equations (19) and (21) in the text. Set \( \Xi_1 \) equal to its estimated values, but set \( \Xi_2 \) equal to zero.

2. For each parameter configuration, compute the steady states for velocity, the monthly interest rates, and transaction costs, \( TC_x \) and \( TC_y \), using Equations (A.1) through (A.3).

3. Discard parameter configurations that yield \( TC_x \) or \( TC_y > .01 \) and \( < .0001 \).

4. Discard parameter configurations that yield excessive or insufficient velocity. The lower bound is computed as the weekly equivalent from the quarterly mean, computed with the data used in this article. As I used a broad monetary aggregate, I consider these means to overestimate the mean of velocity consistent with the transaction cost technology modeled in this article. I also compute an "adjusted" mean by multiplying all the velocities with the ratio of consumption to GNP as in Marshall (1992). I use this quarterly mean as the upper bound for weekly velocities. Hence, the velocity mean requirements are weak.

5. Of the remaining parameter configurations, those parameters are chosen that most closely match the interest rate means. The resulting parameter configuration is nearly within a three standard error band of the data means. When the curvature parameter is increased to 2.0, the parameter configuration still satisfies Conditions 3 and 4, but the interest rate means are somewhat higher than for the benchmark parameters.

**Appendix 3: Solving the Model**

As indicated in the text, the marginal utilities \( m_{ux} \) and \( m_{uy} \), and the consumption velocities \( V^x_t \) and \( V^y_t \) must be determined. The expression for \( m_{ux} \) follows from Equations (12) and (13) in the text. It can
be rewritten as

\[ \mu_{xt} = w_1 \delta_{xt} + w_2 h_{xt} \]

\[ w_1 = 1 - \frac{\eta_x (1 - \theta_x)}{\mu_x - \theta_x} \quad w_2 = \frac{\eta_x (1 - \theta_x)}{\mu_x - \theta_x} \]

\[ \delta_{xt} = E_t \left[ \sum_{\tau=0}^{\infty} \beta^\tau \mu_x^x \frac{\partial u(s_{xt+\tau}^x, s_{yt+\tau}^y)}{\partial s_{xt+\tau}^x} \right] \]

\[ h_{xt} = E_t \left[ \sum_{\tau=0}^{\infty} \beta^\tau \theta_x^y \frac{\partial u(s_{xt+\tau}^x, s_{yt+\tau}^y)}{\partial s_{yt+\tau}^y} \right]. \quad (A.5) \]

A remaining problem is that, consistent with what is observed, the endowments and money supplies are assumed to grow over time. Therefore, I solve for a stationary equilibrium, in which stationary endogenous variables such as exchange rate changes, inflation, and velocity depend only on stationary state variables, including growth rates of money supplies and endowments. To induce stationarity in the stocks of consumption goods and the habit stocks, I divide by the level of consumption. This normalization is used by Heaton (1995) and leads to a natural stationary representation of the state vector. Define a scaled marginal utility as

\[ s_{\mu_{xt}} = \frac{\mu_{xt}}{\partial u(s_{xt}^x, y_{yt}^y)} \]

where the denominator is the particular period utility function evaluated at present equilibrium consumption purchases. Define \( s_{\delta_{xt}} \) analogously by replacing \( \mu_{xt} \) in Equation (A.6) by \( \delta_{xt} \). Then \( s_{\delta_{xt}} \) solves the following difference equation:

\[ s_{\delta_{xt}} = \frac{\partial u(s_{xt}^x, y_{yt}^y)}{\partial s_{xt}^x} + \beta \mu_x E_t \left[ s_{\mu_{xt+1}} \frac{\partial u(s_{xt}^x, y_{yt}^y)}{\partial s_{xt}^x} \right]. \quad (A.7) \]

An analogous equation applies to \( h_{xt} \). Once market clearing is imposed, the marginal utility ratios in Equation (A.7) will be direct functions of the state vector and the difference equation can be solved for \( s_{\delta_{xt}} \). Note that \( s_{\mu_{xt}} = w_1 s_{\delta_{xt}} + w_2 s_{h_{xt}} \). With the solution for \( s_{\mu_{xt}} \), the Euler equation determining velocity can be
rewritten in stationary format:

\[
\frac{smux_i}{1 + \frac{\partial \Psi^x(t)}{\partial x}} = \beta E_t \left[ \frac{\partial u(x_{t+1}, y_{t+1})}{\partial x_{t+1}} \frac{P_t^x}{P_t^{x+1}} - \frac{\partial u(x^d, y^d)}{\partial x^d} \frac{P_t^{x+1}}{P_t^x} 1 + \frac{\partial \Psi^x(t+1)}{\partial x} \right].
\]  \quad (A.8)

As the right-hand side depends on state variables at time \(t\), Equation (A.8) describes the solution for \(\partial \Psi^x/\partial x\) and hence for velocity.

Let \(\Theta_t \in R^K\) be the vector of stationary-state variables that completely spans the information set and \(\psi_t = [V_t^x, V_t^y, smux_t, smuy_t]\), the set of endogenous variables to be derived. The other endogenous variables are trivial functions of \(\psi_t\). As the model is dichotomous in \(\psi_t = [V_t^x, smux_t]\) and \(\psi_t = [V_t^y, smuy_t]\), I can restrict the discussion to the solution method for \(\psi_t^x\). The two basic Euler equations that must be solved in this model are Equations (A.7) and (A.8). They are of the form

\[
\Lambda(\psi_t, \Theta_t) = E_t[\Gamma(\psi_{t+1}, \Theta_{t+1})],
\]  \quad (A.9)

where \(\Lambda(\cdot, \cdot)\) and \(\Gamma(\cdot, \cdot)\) are known functions. As \(\psi_t\) is a continuous function mapping \(R^K\), the space of the state variables \(\Theta_t\), into \(R\), it can be approximated by polynomials. The polynomial coefficients are found by minimizing the approximation error over some norm. My technique follows Heaton (1995) in employing Monte Carlo integration to evaluate expectations.

More specifically, I first solve for the scaled marginal utilities. Let \(\varrho_n(\Theta_t)\) be a vector of polynomial elements in \(\Theta_t\) of degree \(\leq n\). Denote \(f_n(\Theta_t; q_n) = [P_n(\ln(\Theta_t))^q n]\), where \(q_n\) indicates the polynomial coefficients. Let \(sdmux_t \approx f_n(\Theta_t; q_n)\). Substitute this in Equation (A.8) to find the approximation error \(u(\Theta_t; q_n)\):

\[
u(\Theta_t; q_n) = f_n(\Theta_t; q_n) - \frac{\partial u(x^d, y^d)}{\partial x^d} \left[ f_n(\Theta_{t+1}; q_n) - \frac{\partial u(x^d, y^d)}{\partial x_{t+1}} \right].
\]  \quad (A.10)

The parameters \(q_n\) are chosen such as to make \(u(\Theta_t, q_n)\) orthogonal
to the polynomial elements \( \varphi(\Theta_t, q_n) \)\(^{16} \) or

\[
E[u(\Theta_t; q_n)\varphi_n(\Theta_t)] = 0. \tag{A.11}
\]

By the law of iterated expectations, this can be rewritten as

\[
E \left\{ f_n(\Theta_t; q_n) - \frac{\partial u(x^*_t, y^*_t)}{\partial x^*_t} - \beta \mu f_n(\Theta_{t+1}; q_n) \frac{\partial u(x^*_t, y^*_t)}{\partial x^*_t} \right\} \varphi_n(\Theta_t) = 0. \tag{A.12}
\]

The expectation can be taken by Monte Carlo integration, that is, by drawing a long time series for \( \Theta_t \) and taking sample averages of the expression in Equation (A.12). The coefficients \( q_n \) then follow from solving a system of nonlinear equations. The difference equation for \( s_mux_t \) is solved analogously and \( smux_t \) is obtained as in Equation (A.5).

To solve for velocity, approximate \( V_t^2 \) by polynomials and substitute the approximate velocity function into Equation (A.8). In this case, the polynomials will be exponentiated to guarantee positive velocities. The marginal utility \( smux_t \) is replaced by its previously derived approximation. This gives an approximation error that is projected onto the polynomial elements in order to solve for the polynomial coefficients.\(^{17} \)

### Appendix 4: The Risk Premium Under Log-Normality

From Equations (6) and (7) in the text, exchange rate changes are the ratio of the foreign to home IMRS, whereas the forward premium is the log of the ratio of expected foreign IMRS to the expected home IMRS. Assume that \( mrst_t+4,4 \), and \( mrst_{t+4} \) are jointly lognormally distributed with \( \mu_t, \mu_t^* \) the respective conditional means and \( \sigma_t, \sigma_t^* \) the respective conditional variances. Recall the logarithmic definition of the risk premium, \( r\rho_t = E_t[s_{t+4} - s_t] - f\rho_t \). It is then straightforward to derive

\[
f\rho_t = u_t^* - u_t + \frac{1}{2}\sigma_t^* - \frac{1}{2}\sigma_t
\]

\[
E_t[s_{t+4} - s_t] = u_t^* - u_t
\]

\(^{16} \)This is the Galerkin method, one of the minimum weighted residuals methods, described by Judd (1992).

\(^{17} \)It is straightforward to compute analytical derivatives for the various nonlinear systems so that solutions are obtained relatively fast even for large state spaces.
As a special case, consider the following simple parameterization of the IMRS in the context of the Lucas (1982) model. In this CIA model, the dollar IMRS is given by

\[
\sigma_{t+1}^M = \beta \left( \frac{\partial U(x_{t+1}, y_{t+1})}{\partial x_{t+1}} \right) \frac{\pi_{t+1}}{\pi_t},
\]

where \(\pi_t\) is the purchasing power of the dollar, \(x_t\) is the amount of the home good, and \(y_t\) is the amount of the foreign good purchased in equilibrium.

Assume a simple utility function that is separable in the two goods and where the coefficient of relative risk aversion with respect to both goods is \(\gamma\). Also assume that the CIA constraints are binding, as they are in Lucas’s framework when interest rates are positive. In this case, the purchasing powers in equilibrium are just the ratios of output to money. Then the risk premium can be derived as

\[
rp_t = \frac{1}{2} (1 - \gamma)^2 [\sigma_t^x - \sigma_t^y] + \frac{1}{2} [\sigma_t^M - \sigma_t^N] + (\gamma - 1) [\sigma_t^{x,M} - \sigma_t^{y,N}],
\]

where \(\sigma_t\) denotes the conditional (co)variance. The first bracketed term reflects consumption risk; the second, purchasing power (nominal) risk; and the third term, the interaction of the two. This expression immediately reveals the importance of allowing for time-varying uncertainty in the fundamentals.

Furthermore, suppose that the innovations to \((r, x_{t+4}, y_{t+4}, \pi_{t+4}, \pi_t)\) are normal with a variance-covariance matrix that changes over time according to a GARCH model. This implies that third moments of the innovations are zero. Under that same assumption, it follows

\[
0 \leq \text{Cov}(fp_t, E_t[s_{t+4} - s_t]) = \text{Var}(u_t^* - u_t) \leq \text{Var}(fp_t).
\]

This is inconsistent with the implication of a typical unbiasedness test:

\[
\text{Cov}(fp_t, E_t[s_{t+4} - s_t]) < 0.
\]

This explains the empirical failure of Kaminsky and Peruga (1990)

\(\text{Engel (1992) stresses the importance of covariances between market fundamentals in the context of this model; nevertheless, both Canova and Marrinan (1993) and Hodrick (1989) ignore them.}\)
who relied on a lognormal CIA model to generate time variation in the foreign exchange risk premium. My model avoids these implications for the risk premium through two channels: the transaction cost technology and the temporal dependencies in preferences.
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