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The two most striking historical features of aggregate output are its sustained long run growth and its recurrent fluctuations around this growth path. Real per capita GNP, consumption and investment in the United States during the postwar era are plotted in Figure 1. Both growth and deviations from the growth trend—often referred to as “business cycles”—are apparent in each series. Over horizons of a few years, these shorter cyclical swings can be pronounced; for example, the 1953, 1957 and 1974 recessions are evident as substantial temporary declines in aggregate activity. These cyclical fluctuations are, however, dwarfed in magnitude by the secular expansion of output. But just as there are cyclical swings in output, so too are there variations in the growth trend: growth in GNP in the 1960s was much stronger than it was in the 1950s. Thus, changes in long run patterns of growth are an important feature of postwar aggregate economic activity.

In this article we discuss the implications of changing trends in macroeconomic data from two perspectives. The first perspective is that of a macroeconomist reassessing the conventional dichotomy between growth and stabilization policies. As an empirical matter, does this dichotomy make sense for the postwar United States? What is the relative “importance” of changes in the trend and cyclical swings in explaining the quarterly movements in economic aggregates? We next adopt the perspective of an econometrician interpreting empirical evidence based on data that contain variable trends. The presence of variable trends in time series data can lead one to draw mistaken inferences using conventional econometric techniques. How can these techniques—or our interpretation of them—be modified to avoid these mistakes?
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The macroeconomist's perspective is adopted in the first major section of the article. Discussions of macroeconomics often treat the concepts of "trends" and "cycles" in output separately. On the one hand, theories of growth examine the forces capable of changing long run trends, while on the other hand theories of the business cycle attempt to explain shorter run fluctuations and to determine when macroeconomic policy might stabilize or exacerbate the swings between expansion and recession. At one level this dichotomy seems natural, with different theories providing insights into macroeconomic movements over different horizons. But on another level this distinction is artificial: theories explaining only growth or only cycles cannot provide adequate macroeconomic insights if there are important interactions between the two.

A closer look at Figure 1 suggests that changes in growth trends are associated with some of the shorter, "cyclical" swings in the series. For example, a key turning point between the high-growth 1960s and the low-growth 1970s and 1980s seems to have been in the early 1970s, which was also followed by a major recession that saw a particularly sharp transitory drop in investment. When one formally defines trends using the "stochastic trends" concept discussed below, various statistical measures (introduced in the next section) indicate that a substantial fraction of the quarterly
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variation in real GNP is associated with movements in long run trends rather than being purely transitory fluctuations. This agrees with the casual inference drawn from Figure 1 that shifts in trends are an important part of changes in GNP. Moreover, examinations of the co-movements of several macroeconomic variables indicate that unforecasted shifts in long run economic prospects are associated with short run fluctuations that are similar to common conceptions of the business cycle. These findings suggest two conclusions: first, that a key step in understanding the co-movements in aggregate economic variables is learning about the link between changes in long run economic trends and cyclical swings; and second, that a sharp dichotomy between growth and stabilization policies misses an important connection between the two policy goals.

The econometrician's perspective on variable trends is taken in the second major section of this article. Variable trends provide numerous econometric pitfalls and raise difficult methodological issues. Time series analysts have long recognized that regression analysis can be highly misleading when applied to series with variable trends. In some cases (as in Figure 1), the result can be dramatic errors in forecasting. In other cases, an improper treatment of variable trends can result in false conclusions about how the economy works. To illustrate this point, we construct a simple artificial economy and assign two hypothetical inhabitants the task of discovering its true structure. As in many model economies studied in the modern literature on macroeconomic theory, these inhabitants happen to be econometricians; but here their training often fails them simply because they mishandle the variable trends in their data. Finally, we draw on recent developments in econometric theory to provide some simple rules-of-thumb that a consumer or producer of econometric models can use in an attempt to avoid these pitfalls.

**What is a “Variable Trend?”**

The basic premise of econometric analysis is that, when viewed together, individual cases and experiences can provide insights into a deeper unifying structure. When analyzing cross sectional data, the individual experiences might be those of different workers or firms; but the only individual experiences we have with the operation of the U.S. economy are historical. For macroeconometric analysis to be of any value, then, it must be that the historical experiences comprising an economic time series are on the one hand sufficiently different from each other that more experiences provide additional information, but on the other hand sufficiently similar that combining individual experiences can elucidate the underlying economic structure. These two requirements are the essence of the technical assumption that a time series is ergodic and stationary.1

The first requirement—that historical experiences be sufficiently unrelated—is unlikely to hold for GNP, consumption and investment in Figure 1. The key reason is

---

1Formally, a time series random variable is said to be stationary if its distribution does not depend on time. As is the convention, we further assume that stationary variables have finite variances and autocovariances. See Andrew Harvey (1981, p. 22) or Clive Granger and Paul Newbold (1977, p. 4) for more details.
that the current trend levels of these variables arguably depend on the entire history of these series. For example, were the experiences of the 1950s essentially unrelated to those of the 1980s, except for a perfectly predictable trend, an econometric forecaster in 1960 might predict 1987 GNP by extrapolating trend growth during the 1950s out to 1987; an econometrician in 1970 might do the same, only using data from the 1960s. With unchanging trends, these forecasts should be similar, and indeed should be moderately accurate. But, as indicated in Figure 1, these forecasts are close neither to each other nor to the actual value of 1987 GNP. Just as important, the confidence bands around the trend extrapolations in Figure 1—designed to capture the uncertainty associated with these forecasts—clearly fail to provide a reliable estimate of the range of future GNP. Thus historical experiences—namely, unforecasted increases in the level of GNP in some past year—appear to have had a dramatic and persistent influence on production today.

On a casual level, the notion that GNP is composed of a variable trend plus some additional cyclical movements seems quite satisfactory. Time series variables can, without further restrictions, be thought of as composed of a part with a variable trend, plus a part that is not the trend. But a moment's reflection indicates that this decomposition lacks content; without a more precise definition, one economist's "trend" can be another's "cycle." The ambiguity surrounding the definition of a variable trend applies equally to the definition of a "business cycle." Indeed, one can imagine extreme views that there is no business cycle, in the sense that all economic fluctuations are merely movements in variable trends—or the reverse view that what appear to be variable macroeconomic trends are but very long cyclical swings. But these extreme views miss valuable notions traditionally associated with the business cycle: that the economy experiences protracted but nonetheless temporary periods of unusually high (or low) output, employment, and inflation across many or all sectors of the economy; that these protracted experiences have important implications for the well-being of people and institutions; and that these changes in well-being often have important political consequences. In referring to business cycles, then, we mean these protracted yet temporary swings in aggregate output.

Then what is a trend? Perhaps the theory of economic growth can provide an operational definition. For example, in a one-sector neoclassical growth model, trends can arise because of technical progress and an increasing labor force and capital stock. If the production technology has constant returns to scale, this suggests that—at least in theory—the trend in output per capita could be represented as a function of the capital-labor ratio, the labor force participation rate, and the stock of "technology." Unfortunately, in practice things are not so simple; for example, the capital-labor ratio and the labor force participation rate have cyclical as well as trend components, and the stock of technology cannot be measured directly. Thus, at least at this level of analysis, this approach based on growth theory has little empirical relevance.

It is therefore common to take a different approach to the definition of a variable trend. The specific notion we adopt is a direct extension of a deterministic linear time trend (used to compute the forecasts in Figure 1), which increases by some fixed amount (say, 1 percent) every quarter. In contrast, we model a variable trend as increasing in
each quarter by some fixed amount (say, 1 percent) on average; however, in any given quarter the change in the trend will deviate from its average by some unforecastable random amount. Because it has this unpredictable random component, henceforth we refer to this formulation of a variable trend as a stochastic trend. The reader familiar with the random walk theory of stock prices will recognize that this notion of a trend corresponds to a random walk with drift. From a forecasting perspective a key feature of a random walk—in contrast to a stationary time series variable—is that, because of its random growth, forecasts of its level will entail uncertainty that increases as the forecast horizon recedes. With this formulation of a stochastic trend, a (random) change in the trend in one quarter provides a new base from which growth will occur in the next.2

While this definition of a stochastic trend might at first seem restrictive, a recent theorem by Stephen Beveridge and Charles Nelson (1981) suggests that it might be broadly applicable to U.S. data. Since George Box and Gwilym Jenkins (1970) proposed their influential autoregressive-integrated-moving average (ARIMA) models for forecasting time series variables, econometricians have generally recognized that many macroeconomic series (when considered one at a time) appear to be integrated, that is, their first differences are stationary. ARIMA models are sophisticated yet simple tools for forecasting a single series using only its history. Box and Jenkins referred to integrated variables with autoregressive (AR) or moving average (MA) components as ARIMA(p, 1, q) processes, where p and q, respectively, denote the orders of the autoregressive and moving average terms and where “1” indicates that the variable is integrated of order one, which means that its first difference (quarterly change) is stationary. ARIMA models are extensions of conventional regression models to time series variables; the AR terms forecast the current variable using p of its lags, and the MA terms forecast using q lags of the error in the process.3

2A time series variable \( x_t \) is a random walk with drift if \( x_t \) evolves according to

\[
x_t = \mu + x_{t-1} + \epsilon_t \quad \text{or} \quad x_t - x_{t-1} = \mu + \epsilon_t
\]

where \( \epsilon_t \) has mean zero and variance \( \sigma^2_{\epsilon} \), and where \( \epsilon_t \) is serially uncorrelated, i.e. \( \epsilon_t \) is uncorrelated with \( \epsilon_s \) for \( s \neq t \), so \( \epsilon_t \) cannot be forecasted using past values of \( x_t \). The “drift” in the random walk is \( \mu \), the average predictable increase in \( x_t \) in each period. (For example, from 1951:I to 1986:III, real GNP increased by 3.0 percent annually; on a per capita basis, the average annual increase was 1.7 percent). With this definition, a variable \( y_t \) that contains a stochastic trend can be written as \( y_t = y_t^p + y_t^s \), where \( y_t^p \) is a random walk (possibly with drift) and \( y_t^s \) is a stationary time series variable; the superscripts “p” and “s” refer to the “permanent” (or trend) and “stationary” (or transitory) components of \( y_t \). In contrast, a variable that contains a deterministic time trend can be written as \( y_t = gt + y_t^s \), where \( y_t^s \) is stationary and \( g \) is the constant quarterly growth of the deterministic trend.

3Some Useful Definitions

(i) The variable \( x_t \) is integrated of order one (or simply integrated) if it is nonstationary and can be written,

\[
x_t = \mu + x_{t-1} + u_t \quad \text{or} \quad x_t - x_{t-1} = \mu + u_t
\]

where \( u_t \) has mean zero and variance \( \sigma^2_u \), and where \( u_t \) is stationary. It is convenient to let \( \Delta x_t \) represent \( x_t - x_{t-1} \). A variable is said to be integrated of order \( d \) if it must be differenced \( d \) times to be stationary; for example, if \( \Delta x_t \) is not stationary but \( \Delta x_t - \Delta x_{t-1} \) is, then \( x_t \) is integrated of order 2. The distinction between an integrated process and a random walk is that, if \( x_t \) is integrated, \( u_t \) is stationary but might be correlated with lagged \( u_s \); if \( x_t \) is a random walk, \( u_t \) is serially uncorrelated.
Among time series analysts, a major attraction of ARIMA($p, 1, q$) models is their ability to forecast many macroeconomic variables with an accuracy that is impressive among univariate forecasting techniques. Here, however, the importance of ARIMA models is that Beveridge and Nelson prove that every variable having an ARIMA($p, 1, q$) representation contains a random walk stochastic trend. Since ARIMA($p, 1, q$) models seem to characterize many macroeconomic variables, it follows that the growth in these variables can be described by stochastic trends. Beveridge and Nelson's (1981) trend/cycle decomposition is presented in the Appendix for readers familiar with the mathematical particulars of ARIMA models.

A possible objection to the discussion so far is its emphasis on variables that are integrated of order one, so that the quarterly percentage growth in GNP is modeled as being stationary. Why not treat U.S. data as integrated of order two, so that the second difference of GNP is stationary but the quarterly growth rate itself contains a stochastic trend? Or why not model GNP as stationary but having coefficients that imply almost the same “stochastic trend” behavior as an integrated process? Our answer is that the preponderance of evidence currently suggests that the integrated model provides the best approximation of U.S. GNP. This is not to say that U.S. GNP is an integrated process, for this can never be learned with certainty by examining a finite time series; nor is it to say that future research using new techniques or more data could not change this assessment. But, given currently available statistical techniques, modeling GNP as an integrated process seems to provide a good approximation to its long run properties.4

(ii) Following Box and Jenkins, an ARIMA($p, 1, q$) model specifies $x_t$ as being integrated of order one and as having a representation of the form,

$$x_t = c + a_1 x_{t-1} + \cdots + a_p x_{t-p} + \varepsilon_t + b_1 \varepsilon_{t-1} + \cdots + b_q \varepsilon_{t-q}$$

where $a_1, \ldots, a_p, b_1, \ldots, b_q$, and $c$ are constant parameters and where $\varepsilon_t$ is serially uncorrelated.

(iii) A variable that is integrated is said to have a unit root in its autoregressive representation. The term “unit root” refers to the unit coefficient on $x_{t-1}$ in the formula defining an integrated process. The statements “$x_t$ has a unit root” and “$x_t$ is integrated of order one” are equivalent. Box and Jenkins use the term “nonstationary” to refer to an integrated process. This terminology, while conventional, is unfortunate: while all integrated processes are nonstationary, not all nonstationary processes are integrated.

(iv) An integrated process has a variance that tends to infinity. This is most easily demonstrated for a random walk. Let $x_t = c + \varepsilon_t$ where $\varepsilon_t$ is serially uncorrelated and $\text{var}(\varepsilon_t) = \sigma_e^2$, and let $x_0 = 0$. Then $x_t = \sum_{i=1}^{t} \varepsilon_i$, so that $\text{var}(x_t) = t\sigma_e^2$, which tends to infinity with $t$.

4Guy Orcutt (1948) was among the first to suggest that GNP is an integrated process. Using annual U.S. data from 1919 to 1932, he found that many aggregate time series were well described by an ARIMA(1, 1, 0) model with an autoregressive coefficient of .3. This argument for the existence of stochastic trends in macroeconomic data is only partly convincing, since Orcutt's and Box and Jenkins' techniques for determining whether the process is integrated require the practitioner to make qualitative judgements. To overcome this drawback, Wayne Fuller (1976) and David Dickey and Fuller (1979) proposed several statistical tests for whether a variable is integrated, against the alternative that it is not (i.e. it is stationary). Nelson and Charles Plosser (1982) provided firm support for what Orcutt and the Box-Jenkins practitioners had suspected: upon applying the formal Dickey-Fuller tests to fourteen annual macroeconomic variables using 60 and 100 years of data, they could not reject the hypothesis that there is a stochastic trend in real and nominal output measures, wages, prices, monetary variables, and asset prices. In their analysis, only the unemployment rate failed to contain a stochastic trend over the twentieth century. Nelson and Plosser also emphasized that the presence of stochastic trends calls into question the validity of the traditional trend/cycle dichotomy used to described aggregate time series.
The general success of ARIMA modeling therefore provides a technical motivation for the stochastic trend formulation. But the real motivation is provided by Figure 1, where the long-run forecasts based on a deterministic linear trend are simple, intuitively appealing, and wrong. With a deterministic linear trend, the uncertainty associated with a long run forecast is limited to the variation in the stationary deviations from that trend. In contrast, with a stochastic trend, the greater the forecasting horizon, the greater is the uncertainty associated with that forecast.

Relations Between Trends and Cycles in Macroeconomic Variables

Implicit in many models of the business cycle is the notion that macroeconomic fluctuations are, for the most part, caused by temporary rigidities or misperceptions. These models abstract from economic growth, operating on the implicit assumption that the growth process has little impact on the business cycle. In contrast, an alternative view (exposed clearly by Edward Prescott, 1987) explains economic fluctuations entirely as a reaction to changes in the long run growth prospects of the economy, with "business cycles" arising simply as adjustments to new long-run growth paths.

But theoretical debates linking changes in trends to cyclical fluctuations are of little practical interest unless empirical evidence suggests that there is such a link. In this section, we consider two related questions concerning the quantitative importance of changes in long run prospects for short run economic fluctuations. First, to what extent are quarterly movements in postwar U.S. real per capita GNP associated with variations in its trend? Second, are variations in macroeconomic trends linked to cyclical movements, or are the trend and cyclical variations largely unrelated?

Measuring the Trend in GNP

The first question seems simple enough, especially if we hold ourselves to the "random walk" concept of stochastic trends. It has, however, generated a heated debate over the importance of the trend component in GNP. Besides being of interest in its own right, this debate highlights central conceptual difficulties that arise in defining trends.

The starting point for this analysis is to suppose that real GNP consists of two parts: a stochastic trend, plus a part that is transitory, or more precisely, stationary. How important, then, are these two components? Answering this question requires first determining whether the unforecastable changes (technically, the innovations) in the two components are correlated, and second, developing an econometric framework (that is, a model) for interpreting the information contained in historical GNP data.

One would hope that an examination of historical data might shed some light on the correlation between the permanent and stationary innovations. Unfortunately this hope is vain, since this correlation cannot be estimated directly from a single time series; that is, this correlation is not identified in the usual econometric sense. This lack of identification should not be surprising. Broadly speaking, determining the correla-
tion between the trend and stationary innovations in GNP is much like deciding whether the 1975 downturn was a result of a permanent shift in the trend, a transitory fluctuation, or some combination of the two—using only the plot of GNP in Figure 1. Without embarking on a review of the literature, we follow previous authors and consider two extremes: that these innovations are either uncorrelated or perfectly correlated. In the context of the trend-stationary decomposition, assuming the innovations to be uncorrelated implies that the changes in the trend and the transitory fluctuations are unrelated, except of course that they both affect GNP. In contrast, assuming the innovations to be perfectly correlated implies that they arise from the same source.

Although the decision concerning the correlation between the trend and stationary innovations is conceptually distinct from the decision about which model to estimate, in practice the first decision suggests a class of models to choose from. In the introduction, we emphasized that Beveridge and Nelson's theorem shows that all ARIMA($p, 1, q$) models imply the presence of a stochastic trend. In fact, their theorem does more than this: it provides an explicit formula for computing a stochastic trend implied by an ARIMA model. An ARIMA model reduces all unforeseen economic events into a single innovation, and the Beveridge-Nelson trend and stationary components are both based on this innovation.

Although they sound complicated, the ARIMA framework and Beveridge-Nelson decomposition are in fact simple. As a concrete example, consider an ARIMA(0, 1, 1) model fit to GNP. Let $y_t$ denote the logarithm of real U.S. GNP, let $\Delta y_t = y_t - y_{t-1}$ denote quarterly real GNP growth, let $\epsilon_t$ denote an unobserved error term, and let $SE$ denote the standard error of the estimate of $\Delta y_t$, that is, the standard deviation of the in-sample one-step-ahead forecast error. Because $y_t$ is assumed to be an integrated process, the model is specified using the stationary growth rates, $A^s\Delta y_t$. Using data from 1947:II to 1985:IV, we estimated the ARIMA(0, 1, 1) model, $^5$

$$
\Delta y_t = .008 + \epsilon_t + .3\epsilon_{t-1}, \ SE = .0106.
$$

In this ARIMA(0, 1, 1) specification, GNP growth is expressed as a weighted moving average of the errors, $\epsilon_t$. According to (1), given $\epsilon_{t-1}$ but not $\epsilon_t$, GNP growth would thus be forecasted by $.008 + .3\epsilon_{t-1}$. In addition, the Beveridge-Nelson decomposition is particularly easy to apply in this case: using (1) and (A.2) in the Appendix, the permanent, or trend, component in log output (call this $y^p_t$) is $y^p_t = 1.3\sum_{s=1}^{t} \epsilon_s$. The transitory, or stationary, component in log output (call this $y^s_t$), also given by (1) and (A.2), is $y^s_t = -.3\epsilon_t$. Evidently the innovations in the Beveridge-Nelson permanent and stationary components are both $\epsilon_t$, so that the permanent and stationary innova-

$^5$Estimation was performed using the econometrics software package RATS. Let RGNP be the name used for the series, real GNP, in a RATS session. The ARIMA(0, 1, 1) model was estimated using the RATS commands:

```plaintext
set dlrgrp 47:2 85:4 = log(rgnp(t)) - log(rgnp(t - 1))
boxjenk(ar = 0, ma = 1, constant) dlrgrp 47:2 85:4
```
tions are perfectly correlated. Although this example is an ARIMA(0, 1, 1) model, their decomposition applies more generally to all ARIMA(p, 1, q) models. In the “perfect-correlation” case then, the choice of model reduces to a choice of p and q.

The choice of a specific model to estimate in the “zero-correlation” case is conceptually similar. In this class of models, GNP is explicitly represented as the sum of its permanent component, modeled as a random walk with drift, and its transitory component, modeled as a stationary ARMA process (i.e. as an ARIMA(p, 0, q) process). Since neither component is observed directly (only their sum, GNP, is), this model is called an unobserved components ARIMA (UC-ARIMA) model. As a specific example, Watson fit a simple UC-ARIMA model to log real GNP, where the stationary component was assumed to be a second order autoregression (i.e. to be ARMA(2, 0)). Let $\epsilon_t^s$ and $\epsilon_t^p$ respectively be the innovations in the stationary and permanent components. His model, estimated using data from 1949:I–1984:IV, is:\textsuperscript{6}

\begin{align*}
(2) \\
y_t &= y_t^p + y_t^s, \\
y_t^p &= .008 + y_{t-1}^p + \epsilon_t^p, \text{ std. dev.}(\epsilon_t^p) = .0057 \\
y_t^s &= 1.5y_{t-1}^s - .6y_{t-2}^s + \epsilon_t^s, \text{ std. dev.}(\epsilon_t^s) = .0076 \\
\text{cov}(\epsilon_t^s, \epsilon_t^p) &= 0, \text{ SE} = .0099.
\end{align*}

The innovations $\epsilon_t^s$ and $\epsilon_t^p$ are uncorrelated by assumption. Summarizing, in (2) the permanent component is written as a random walk with a drift of .008, and the stationary term is predicted using two of its lags.

Given a choice of model, the question becomes how to measure the extent to which quarterly movements in GNP are associated with variations in its trend. Since there is no one answer, various measures addressing different aspects of this question are presented in Table 1. The results pertain to different models based on the two assumptions about the correlation between the trend and stationary innovations. The results in the first row are for the ARIMA(0, 1, 1) model reported in (1). The next two results are for other low-order ARIMA models of GNP of the type estimated by John Campbell and Gregory Mankiw (1987a) and Watson (1986), while the following two are for higher order autoregressive models of the type studied by John Cochrane (1986). The final model is a UC-ARIMA model estimated by Peter Clark (1987a) with a stochastic trend plus a stationary AR(2) component, in which the innovations in the trend and stationary components are uncorrelated by assumption.\textsuperscript{7}

\textsuperscript{6}Estimation of the parameters of UC-ARIMA models is more involved than for ARIMA models. Harvey (1985) provides a complete discussion of specification and estimation of UC-ARIMA models.

\textsuperscript{7}Model 3 is taken from Campbell and Mankiw (1987a) and Model 6 is taken from Clark (1987a). Cochrane used annual data for his empirical work; the high-order autoregressive models reported here capture his notion of including many lags in an annual specification. Models 1 and 2 were also reestimated using the full data set. All models produce similar short run forecasts and fit the data well using standard time series diagnostic measures.
Table 1
Measures of the importance of the trend in real log GNP, estimated using data from 1947:1 to 1985:IV

<table>
<thead>
<tr>
<th>Statistical Model</th>
<th>Long-run increase in GNP predicted from a 1% unforeseen increase in GNP in one quarter</th>
<th>Variance ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2_{corr=1}$</td>
</tr>
<tr>
<td>1. ARIMA(0,1,1)</td>
<td>1.3</td>
<td>.93</td>
</tr>
<tr>
<td>2. ARIMA(1,1,0)</td>
<td>1.6</td>
<td>.90</td>
</tr>
<tr>
<td>3. ARIMA(2,1,2)</td>
<td>1.5</td>
<td>.80</td>
</tr>
<tr>
<td>4. ARIMA(12,1,0)</td>
<td>1.3</td>
<td>.75</td>
</tr>
<tr>
<td>5. ARIMA(24,1,0)</td>
<td>.9</td>
<td>.79</td>
</tr>
<tr>
<td>6. UC-ARIMA</td>
<td>.6</td>
<td>.84</td>
</tr>
</tbody>
</table>

The univariate estimates are based on analysis of GNP. As discussed in the text, the UC-ARIMA model was estimated under the assumption that the trend and stationary innovations are uncorrelated. The $R^2$ statistics measure the fraction of the variance in the quarterly change in real GNP attributable to changes in its stochastic trend. The minimal correlations used to compute the $R^2_{corr=\text{min}}$ statistic for the univariate models are (in order): .85, .9, .95, .9, .8, 0.

Source: authors' calculations, drawing on Campbell and Mankiw (1987a); Clark (1987a); Cochrane; and Gagnon.

The first measure of the importance of the trend component in GNP addresses the following question (ennunciated most clearly by Campbell and Mankiw, 1987a): supposing that in some quarter GNP were to increase by 1 percent above its forecasted amount, how would that change one’s forecast of the long run level of GNP? If GNP were a stochastic trend with no stationary component, then the answer would be 1 percent: the best forecast of a random walk arbitrarily far in the future is its current value, and if that value were to change by 1 percent, so would the long run forecast. In contrast, if GNP were stationary around a purely deterministic time trend, then the answer would be zero percent: any unpredictable change would have only a transitory effect on forecasts of future GNP.

It turns out that the choice of model by the various researchers makes a big difference in estimating the long run effect of an innovation in the trend; the estimates vary by a factor of two. Although this is unsatisfying, it is useful to understand why these estimates vary. Consider first the estimates based on the assumption of a perfect correlation between the trend and stationary innovations. Using the results in the first row of Table 1, suppose that GNP were to grow by an unforecasted 1 percent in some quarter. This growth will, on average, arise partly from an innovation in the trend and partly from innovations in the stationary component. Since the stationary innovation is perfectly correlated with the trend innovation, the change in the stationary component will either augment or partially offset the permanent innovation, respectively depending on whether the trend innovation induces an increase or a decrease in the stationary component. Using the ARIMA(0,1,1) model (1), since $y_t^p = 1.3\sum_{t=1}^c e_t$, and $y_t^s = -3e_t$, an increase in the trend is associated with a decrease in the stationary component using the Beveridge-Nelson decomposition: for a 1.3
percent increase in the trend, the stationary component would initially drop by .3 percent, leaving a net unforecasted increase in GNP of 1 percent. Eventually the effect of this innovation on the stationary component will vanish, leaving only the 1.3 percent permanent increase.

In contrast, when an unforecasted increase in GNP consists of the two uncorrelated innovations, less of an unforecasted quarterly change will be attributed to shifts in the trend. A 1 percent increase in GNP might have come from a trend or a stationary innovation; since these two innovations on average neither reinforce nor cancel each other, the best guess of either innovation will be less than one. Equivalently, with uncorrelated innovations, the fraction of an unforecasted change that is likely to be permanent will be less than one. Under the uncorrelated assumption, a 1 percent increase in GNP today will on average therefore lead to a long run increase of less than 1 percent. In general, then, the initial assumption about this correlation is crucial to ascertaining the relative importance of the two components.

The second pair of measures in Table 1 answers a related question about the relative importance of the trend and stationary components: what fraction of the quarterly variation in GNP is attributable to permanent shifts? Unfortunately, the answer to this is ambiguous, even given an estimated model for GNP, since the fraction of the variance accounted for by the trend depends on the correlation between the trend and stationary innovations. The two measures in the table are "R-squared" statistics that would arise from regressing the quarterly change in GNP against the change in its true trend which in general is unobserved where the trend is computed under different assumptions about this correlation. The first statistic, $R^2_{\text{corr-1}}$, is from the regression using the trend computed assuming the trend and stationary innovations to be perfectly correlated, so that this trend is computed using Beveridge and Nelson's formula. The second measure is based on the observation that a given ARIMA model cannot be distinguished from (formally, is observationally equivalent to) a UC-ARIMA model with an assumed correlation falling in a certain range, where this range depends on the parameters of the ARIMA model. Accordingly, $R^2_{\text{corr-min}}$ is computed using the smallest correlation that is capable of generating the estimated ARIMA model from a UC-ARIMA model. Thus these $R^2$ measures provide a rough range of the fraction of movements in quarterly GNP attributable to shifts in the trend.$^8$

---

$^8$The observational equivalence of ARIMA and UC-ARIMA models for a range of correlations is not obvious, although as an illustration it is readily derived for the UC-ARIMA model. $y_t = y^b_t + \epsilon_t$, where $y^b_t = y^b_{t-1} + \epsilon^b_t$, $\text{cov}(\epsilon^b_t, \epsilon^b_t) = 0$, and where $\epsilon^b_t$ and $\epsilon^t$ are serially uncorrelated. This model is observationally equivalent to the ARIMA(0, 1, 1) model: $\Delta y_t = \epsilon_t + b \epsilon_{t-1}$, where $b/(1 + b^2) = -\text{var}(\epsilon^t)/[\text{var}(\epsilon^b_t) + 2\text{var}(\epsilon^t)]$. The observational equivalence follows because both models imply the same autocovariances for $\Delta y_t$.

Our variance measures are inspired by Masanao Aoki's (1987) measure of the relative variance of the two components. The correlation for the $R^2_{\text{corr-min}}$ measure was computed by matching the autocovariances implied by the estimated ARIMA model to those implied by a UC-ARIMA model with various correlations between the two innovations. The $R^2$ refers to the trend from the UC-ARIMA model with the smallest correlation for which this match was possible, assuming an ARIMA(0, 100) structure for the stationary component in the UC-ARIMA model. The numerical search over trial correlations was carried out using steps of .05. The search was initialized by setting the autocovariances of the stationary process equal to the autocovariances of the innovation in GNP growth.
According to the first, "perfect correlation" measure, all the univariate models attribute much of the quarterly movements in GNP to shifts in its trend. Indeed the theoretical maximum of this $R^2$ is attained in the perfect correlation case. Examining the range of $R^2$ measures indicates that although the assumed correlation makes a quantitative difference to the estimated fraction of the variance associated with movements in the trend, in all cases it exceeds one-third, and in all but one it exceeds one-half.

Do these calculations resolve the basic question of the extent to which quarterly movements in GNP are associated with variations in its trend? The answer must be both yes and no. Certainly these results provide further substance to the original findings of time series analysts that aggregate economic variables, and in particular GNP, seem to be integrated processes and therefore contain a stochastic trend. Indeed, even the smallest of the $R^2$ measures (.34) and of the estimates of the change in the long run forecast (.6) are qualitatively quite different from the values of zero that would obtain were the trend in GNP deterministic rather than stochastic. These statistical measures therefore provide further confirmation of the conclusions drawn from our initial examination of GNP in Figure 1: changes in trends seem to be an important feature of the postwar U.S. experience.

Unfortunately, the ranges of the statistics in Table 1 indicate that the answer must also partially be no. There is nothing intrinsic to this question that rules out the possibility of reaching agreement among the various models. But, at least for the U.S., the different modeling strategies lead to very different quantitative conclusions.

We have emphasized that a key reason for this ambiguity is the choice of the correlation of the innovations in the permanent and transitory components, likening this to the difficulty of deciding whether the 1975 downturn was a shift in the permanent or transitory components based solely on visual examination of GNP in Figure 1. Ultimately, however, as economists we should object to having one hand tied behind our back when sorting out trend and stationary movements, in the sense that this analysis focuses solely on the evidence contained in historical GNP. Rather, we might ideally wish to use qualitative evidence about the behavior of the monetary

---

9One approach to resolving the ambiguous results in Table 1 is to develop sensitive statistical measures to assist in choosing one model from another. For example, Cochrane suggested examining the variance of the growth in GNP over several years as a means of estimating the importance of stationary fluctuations in determining the long run behavior of GNP; Joseph Gagnon (1986) has taken a different statistical approach to the same question. Both provide evidence that the low order ARMA models overstate the importance of the trend component in GNP, essentially for the reasons discussed above. However, Campbell and Mankiw (1987b) provide evidence that variance ratios involving long differences might exhibit substantial small sample bias when based on quarterly data covering 30–40 years.

10These different models might yield similar conclusions when applied to data from different countries. In an initial comparison of the stochastic trend behavior across countries, Clark (1987b) has provided evidence of striking international differences in the relative importance of the trend and stationary components. Indeed, for some countries he suggests that the notion of a stochastic trend as it has been discussed here is inappropriate; following Harvey, he argues for a model in which the trend itself follows a random walk. In this case, GNP would be modeled as being integrated of order two.
authorities in response to the quadrupling of oil prices in 1973–1974, or about the lasting effect on investment, technology, and human capital of the adjustments made in response to the price hike. Since such information is difficult to use in the context of statistical models, we still might hope to perform a less ambitious analysis using additional aggregate variables such as employment, consumption and investment.

Using Additional Information To Study Macroeconomic Trends

Casual inspection of Figure 1 suggests not only that GNP, consumption and investment appear to contain a stochastic trend, but that they contain a common stochastic trend. Indeed, one indication that the “trend” in GNP changed between the 1960s and the 1970s is that this shift appears in consumption and investment as well. This suggests that consumption and investment data contain important information about the trend in GNP, so that there is likely to be a statistical payoff to analyzing these series jointly. This section briefly describes some recent work that uses multiple aggregate variables to assess the importance of the trend component in output.

One device used in these multivariate studies to measure the importance of the innovation to the permanent component is the concept of “variance decompositions,” which Christopher Sims (1980a, 1980b) has profitably applied to Vector Autoregressive (VAR) multivariate time series models. When a forecast of GNP (econometric or otherwise) misses its target, and when this forecast error can be traced to a particular factor, it is reasonable to conclude that this factor is important in determining the evolution of GNP—at least within the context of the model that generated the forecast. Forecast error variance decompositions build on this intuition by quantitatively attributing the errors in forecasting the different variables to the various innovations in the system. For example, suppose that, in an empirical multivariate model with permanent and transitory components, forecasts of GNP two years hence are typically off by ±1.5 percent. These forecast errors will, by construction, arise from errors in forecasting the trend, the stationary component, or both. If the errors from forecasting the trend generally exceed the errors from forecasting the transitory component, then one might attribute more importance to the permanent than the transitory component in determining the evolution of GNP two years hence. In multivariate models with stochastic trends, Sims’ forecast error variance decomposition performs this calculation.

Several recent studies (Olivier Blanchard and Danny Quah, 1987; Clark, 1987b; Campbell and Mankiw, 1987b; Andrew Harvey and Stock, 1987; Matthew Shapiro and Watson, 1988) have used multiple aggregate variables to shed greater light on the importance of the permanent component in GNP. Blanchard and Quah (1987) and Robert King, Plosser, Stock, and Watson (1987) both use these forecast error variance decompositions as a guide to assessing the importance of the permanent component.

Since government expenditures and net exports are not considered, the national income accounting identity for GNP imposes no restrictions on the number of common trends in GNP, consumption and investment.
Blanchard and Quah (1987) identify this component by assuming that it has no permanent effect on unemployment. In contrast, King, Plosser, Stock, and Watson identify the permanent component in output by assuming that it is also the permanent component in consumption and investment. Despite these and other differences, both papers conclude that between 60 percent and 80 percent of the movements in output at the two- to four-year horizon are explained by movements in the permanent component. Although this literature is still developing, an emerging conclusion from these multivariate studies is that permanent innovations in output play an important role in determining the movements of GNP at horizons typically associated with the business cycle.

Implications

There is a large body of evidence that macroeconomic variables behave as if they contain stochastic trends. Moreover, the empirical research outlined here suggests that the innovations in these stochastic trends play an important role in short run cyclical movements. Multivariate empirical analysis suggests that trend variations and business cycle movements appear to be related. One interpretation of this link is that business cycle fluctuations might be caused by innovations in growth. An alternative explanation—equally consistent with the empirical results—is that cyclical fluctuations cause changes in long run growth. This latter view is consistent with James Tobin's (1980) argument, "With respect to human capital, as well as to physical capital, demand management has important long run supply-side effects. A decade of slack labor markets, depriving a generation of young workers of job experience, will damage the human capital stock far beyond the remedial capacity of supply-oriented measures." Given the challenges associated with differentiating the trend and cyclical components in the time series models discussed above, however, the logical next step is to bring additional information to bear on distinguishing the complex trend-cycle interactions with which Tobin was concerned.

Interpreting Econometric Evidence When Variables Have Stochastic Trends

A Tale of Two Econometricians

Consider the plight of two hypothetical econometricians studying aggregate consumption—but ignorant of the pitfalls that can arise when performing econometric analysis with integrated variables. The econometricians do not, of course, know the true structure of the economy which produced their data; but we do. Specifically, we have constructed for them a simple artificial economy, focusing on aggregate real per capita consumption ($C_t$), aggregate disposable income ($Y_t$), and a price index ($P_t$).

This artificial economy has several key features. First, disposable income consists of two parts: in Milton Friedman's (1957) terminology, permanent and transitory
The permanent component of disposable income is assumed to follow a random walk, while the transitory component is an independently and identically distributed random variable that is independent of the permanent component. Using the terminology of the previous section, we therefore assume that disposable income has a stochastic trend plus a stationary component, that this stationary component has no serial correlation, and that the correlation between the trend and stationary innovations is zero.

Second, we suppose that consumers know their permanent income and that they behave according to a narrow interpretation of Friedman's permanent income hypothesis, thereby consuming precisely the permanent component of their disposable income (which changes from period to period, since it is a random walk). Finally, price changes—assumed to be random and unforecastable with mean zero—do not

Table 2
Regression results using data from the artificial economy (3)-(7)

<table>
<thead>
<tr>
<th>Estimated Regression Equation</th>
<th>$R^2$</th>
<th>D.W.</th>
<th>Results based on 1000 Replications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Percent rejections using the usual 10% two-sided t-test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Testing $\beta_1 = 0$: 81% Median $R^2 = .15$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Testing $\beta_2 = 0$: 91% Median $R^2 = .42$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Testing $\beta_{-1} = 0$: 48% Median $\hat{\beta}_{-1} = -.035$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Econometrician #1</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $C_t = 9.16 + .40 P_t$</td>
<td>.15</td>
<td>.08</td>
<td>$\beta_1 = 0$: 81% Median $R^2 = .15$</td>
<td></td>
</tr>
<tr>
<td>2. $C_t = 2.48 + .069 P_t$</td>
<td>.66</td>
<td>.16</td>
<td>$\beta_2 = 0$: 91% Median $R^2 = .42$</td>
<td></td>
</tr>
<tr>
<td>3. $\Delta C_t = .048 + .28 \Delta Y_t$</td>
<td>.31</td>
<td>2.27</td>
<td>$\beta_{-1} = 0$: 48% Median $\hat{\beta}_{-1} = -.035$</td>
<td></td>
</tr>
<tr>
<td>4. $\Delta Y_t = .41 - .041 C_{t-1}$</td>
<td>.03</td>
<td>1.98</td>
<td>$\beta_{-1} = 0$: 48% Median $\hat{\beta}_{-1} = -.035$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Econometrician #2</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5. $C_t = .51 + .94 Y_t$</td>
<td>.93</td>
<td>1.88</td>
<td>$\beta_Y = 1$: 84% Median $\hat{\beta}_Y = .94$</td>
<td></td>
</tr>
<tr>
<td>6. $C_t = .45 + .97 C_{t-1} - .01 C_{t-2} + .01 + .97 C_{t-1} - .07 Y_{t-1}$</td>
<td>.94</td>
<td>2.01</td>
<td>$\beta_{-2} = 0$: 9% Median $\hat{\beta}_{-2} = -.001$</td>
<td></td>
</tr>
<tr>
<td>7. $C_t = .41 + 1.03 C_{t-1} - .07 Y_{t-1}$</td>
<td>.94</td>
<td>1.97</td>
<td>$\beta_{Yt} = 1$: 10% Median $\hat{\beta}_Y = .005$</td>
<td></td>
</tr>
<tr>
<td>8. $C_t = .47 + .95 C_{t-1}$</td>
<td>.94</td>
<td>2.00</td>
<td>$\beta_{p(t-1)} = 0$: 27% Median $\hat{\beta}_{p(t-1)} = -.003$</td>
<td></td>
</tr>
<tr>
<td>+ .004 $P_{t-1} + .06 \Delta P_{t-1}$</td>
<td>(17)</td>
<td>(87)</td>
<td>$\beta_{p(t-1)} = 0$: 9% Median $\hat{\beta}_{p(t-1)} = -.008$</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The regression results in the left half of the table are based on a typical draw of 150 observations constructed according to (1)-(4) using a random number generator in the statistical package RATS (see footnote 12). $R^2$ and D.W. respectively denote the regression R-squared and the Durbin-Watson statistic. t-statistics are given in parentheses. The t-statistic on the coefficient on $Y_t$ in regression 5 tests the hypothesis that the coefficient equals one, while all other t-statistics refer to the hypothesis that the coefficient equals zero. The entries in the right half of the table summarize the results of repeating these regressions 1000 times with independently drawn series.
confuse these consumers, in the sense that real consumption and disposable income are determined independently of the price level or its changes.

To summarize these assumptions mathematically, let $Y_t^p$ and $Y_t^s$ respectively denote the permanent and stationary (or transitory) components of disposable income ($Y_t$). The equations describing output, consumption and the price level in this artificial economy are:

\begin{align*}
(3) \quad Y_t &= Y_t^p + Y_t^s \\
(4) \quad Y_t^p &= Y_{t-1}^p + u_t \\
(5) \quad C_t &= Y_t^p \\
(6) \quad P_t &= P_{t-1} + v_t.
\end{align*}

The innovations $Y_t^s$, $u_t$, and $v_t$ are assumed to be mutually independent and, for convenience, to be normally distributed with mean zero and unit variance. According to (3), disposable income ($Y_t$) is the sum of its permanent ($Y_t^p$) and transitory ($Y_t^s$) components where, according to (4), the permanent component evolves according to a random walk. The consumption function (5) states that consumers set their consumption ($C_t$) equal to their permanent income, so that the marginal propensity to consume out of permanent income is one. Finally, (6) states that, like permanent income, the price level ($P_t$) is a random walk.

We provide our two econometricians with a typical time series comprised of 150 observations (coincidentally, the number of quarters between 1950:I and 1987:I) on the three variables $Y_t$, $C_t$ and $P_t$, generated according to (3)–(6) using a pseudo-random number generator on a portable computer.\(^{12}\) They do not know but seek to uncover the true relations among these variables. What might they learn?

The first econometrician begins by investigating whether consumers change their consumption patterns based on the price level, which he does by regressing $C_t$ against a constant and $P_t$. Since the t-statistic on $P_t$ (given on the left hand side of Table 2) of

\begin{verbatim}
cal 50 1 4
all 0 87:2
dec rect err(150, 3)
matrix err = ran(1, 0)
zer yp ; zer ys ; zer p
eval yp(1) = err(1, 1) ; eval ys(1) = err(1, 2) ; eval p(1) = err(1, 3)
do i = (50:2), (87:2)
eval yp(i) = yp(i - 1) + err(i, 1)
eval ys(i) = err(i, 2)
eval p(i) = p(i - 1) + err(i, 3)
end do i
set y / = yp(t) + ys(t) ; set c / = yp(t)
diff y / 1 dy ; diff c / 1 dc ; diff p / 1 dp
\end{verbatim}
5.12 far exceeds the conventional 5 percent two-sided critical value of 1.96, a standard interpretation of his regression is that nominal prices affect consumption. He then checks whether consumption has a linear deterministic time trend by regressing \( C_t \) on a constant and time; upon checking the \( t \)-statistic, he concludes that it does. However, he recognizes that the low Durbin-Watson statistic from these regressions indicates substantial serial correlation in the residuals (e.g. Robert Pindyck and Daniel Rubinfeld, 1981, pp. 158–164). Troubled by these low Durbin-Watson statistics and thinking consumption to have a deterministic time trend, he differences the data and attempts to estimate the marginal propensity to consume by regressing the change of consumption on the change of income; he finds that the marginal propensity is small indeed. Finally, he recalls Robert Hall’s (1978) famous argument that Friedman’s Permanent Income Hypothesis implies that consumption follows a random walk, so that the first difference of consumption should be unpredictable. Accordingly, he checks whether lagged consumption is a useful predictor of future changes in consumption; based on the \( t \)-statistic of \(-2.15\), he rejects the random walk hypothesis at the 5 percent significance level. Summarizing, he concludes that consumers have money illusion, that consumption contains a linear time trend, that the marginal propensity to consume is .28, and that past values of consumption are useful in predicting future consumption. That he drew these conclusions is not an artifact of the particular series we gave him to analyze. Repeating this experiment 1000 times using independent draws (the results are summarized on the right hand side of Table 2) indicate that his findings were typical.

Each of his conclusions is wrong.

The second econometrician estimates different regressions. She estimates the marginal propensity to consume by regressing consumption against income and finds it large, but significantly less than one using the usual 5 percent critical value for the \( t \)-statistic. When she tests the random walk hypothesis by regressing consumption on two of its lags, the second lag has no statistically significant predictive content; the same conclusion obtains if a lag of income is used. Finally, she finds no additional forecasting value of lagged price changes (although, with the benefit of 1000 replications, we know she would incorrectly reject the hypothesis of no predictive content of the lagged price level 27 percent of the time using the 10 percent critical value). She concludes that Hall’s interpretation of Friedman’s theory is valid and that the marginal propensity to consume is less than one, although this latter finding seems to be more a matter of statistical than economic significance.

Her conclusions, then, are largely right. Participants at a conference at which these two econometricians present their results might find the exchange entertaining. But they might also long for a systematic way to decide which regression results could be trusted and which could not.

Recent Developments in the Theory of Regression with Integrated Variables

It has long been recognized that the usual techniques of regression analysis can result in highly misleading conclusions when the variables contain stochastic trends. In the econometrics literature, since Clive Granger and Paul Newbold’s (1974) influential
simulation study, this has been known as the problem of "spurious regressions." Largely influenced by the techniques of Box and Jenkins, the accepted "solution" to the "problem of nonstationarity" has been to transform the variables so that they appear to be stationary; in practice this typically means using first differences of the series. Unfortunately, by sidestepping the issues raised by stochastic trends, this approach has little to say about the regressions in Table 2. Moreover, simply using first differences of the data in the regressions generally will not suffice to uncover the true relations in the economy, as the first econometrician's regression of changes in consumption on changes in income makes clear.13

The past few years have seen important progress associated with the specification and analysis of multivariate models with integrated processes. Much of this stems from Fuller's (1976) and Dickey and Fuller's (1979) development of the first formal tests for the existence of stochastic trends in a single time series, and from three seminal papers by Granger and Andrew Weiss (1982), Granger (1983), and Robert Engle and Granger (1987). These latter papers provide a mathematical framework for analyzing variables that contain common stochastic trends. Specifically, they consider the case that two (or more) variables might each contain a stochastic trend, i.e. appear to be integrated: consumption and GNP in Figure 1 are good examples. However, casual inspection suggests that these series contain a common trend—and that, by subtracting out this trend, the difference between the two variables is stationary. Formally, they define two integrated process to be cointegrated if there is some linear combination (that is, weighted average) of them that is stationary. Thus consumption and GNP are arguably individually integrated; indeed, Dickey and Fuller's tests fail to reject this null hypothesis. But, assuming that log consumption less log output is stationary, they are jointly cointegrated; that is, they share a common stochastic trend. These theoretical developments (tests for a series being integrated and the concept of cointegration) spurred an enormous amount of recent research into econometric issues that arise when cointegrated processes contain unit roots.14

To understand the regression results in Table 2, we focus on one of the key lessons of this research: in certain circumstances, even if the right-hand variables (the regressors) are integrated, the usual procedures of OLS analysis can still provide a

13In a lively discussion of the history of spurious regression, David Hendry (1986) traces the recognition of this problem in the context of integrated processes to G. Yule (1926). In many circumstances, using differences of time series variables has proven very successful. Aside from having the intuitive appeal of modeling the rates of change of variables (when first differences of logarithms of the series are used), modeling differences of variables is arguably well-suited to producing short run forecasts—as dramatized by the early success of Box-Jenkins time series methods when pitted against the large Keynesian econometric models of the 1960s and 1970s. However, restricting econometric attention to differences in series rules out direct examination of the relation among the levels of the series. Even if the objective is to produce short run forecasts, the econometrician might wish to follow Sims (1980a) and use the additional information available in the levels of variables.

14The empirical results of James Davidson, David Hendry, Frank Srba, and S. Yeo (1978) provided an important motivation for the development of the theory of cointegration by developing an empirical model of consumption in which consumption and income were implicitly modeled as cointegrated. Granger (1986) and Hendry review recent developments in this area and discuss the link between error-correction models and cointegration.
satisfactory framework for evaluating econometric evidence and for producing forecasts. Furthermore, this research has produced some simple rules-of-thumb that suggest when this is—and is not—likely to be the case.

We first state these rules-of-thumb in a general context, then apply them to the regressions in Table 2.\textsuperscript{15} Broadly speaking, the usual assumptions of time series analysis are:

(i) The error term is serially uncorrelated and is uncorrelated with the regressors (i.e. the regressors are either exogenous or predetermined and the error term is i.i.d.).

(ii) All the regressors are either deterministic or stationary random variables.

Under these circumstances, the estimated coefficients will become arbitrarily close to their true values in increasingly large samples (that is, they will be consistent). Furthermore, in large samples the null distribution of regression $t$- and $F$-statistics can be approximated by normal and $F$-distributions, respectively.

When some or all of the regressors are integrated processes, condition (ii) clearly is violated. Perhaps surprisingly, however, in many cases the usual techniques of regression analysis will still apply. Specifically, suppose that one is interested in interpreting a particular coefficient or set of coefficients in the regression equation. Although (ii) does not hold, suppose that (ii') does:

(ii') If there are integrated regressors, either (a) the coefficients of interest are coefficients on mean zero stationary variables; or (b) even if some or all of the coefficients of interest are coefficients on integrated regressors, the regression equation can nevertheless be written in such a way that all the coefficients of interest become coefficients on mean zero stationary variables.

Even if condition (a) in (ii') does not hold, condition (b) still might; an example of this is given below. Under (i) and (ii'), the OLS estimator will be consistent. Moreover, the $t$- and $F$-statistics for the coefficient(s) of interest have their usual large sample distributions, so (for example) the standard critical values apply.

In some cases it might be impossible to express the coefficient of interest as a coefficient on a mean zero stationary variable, and instead (ii'') might hold:

(ii'') The parameter of interest is a coefficient on an integrated process and cannot be written as a coefficient on a stationary variable.

\textsuperscript{15}These rules-of-thumb are drawn from Sims, Stock and Watson (1986). For expositional simplicity, we assume throughout that all regressions include a constant term for reasons discussed in that paper. All statements assume that the variables are either stationary or integrated of order one, and that the integrated variables have zero drift. The situation with nonzero drift or multiple orders of integration is somewhat more complicated, and the reader is referred to Sims, Stock and Watson or Stock and Kenneth West (1988) for a discussion of this case.
Under (i) and (ii''), the estimator of the coefficient is consistent, but it does not have the usual normal asymptotic distribution, so the usual critical values do not apply.

When the level of one variable is regressed against the level of another, it might well be the case that the error term is not i.i.d. or independent of the regressors. However, suppose that (i) does not hold, but that (i') does:

(i') The integrated dependent variable is cointegrated with at least one of the integrated regressors, so that the error in the regression equation is stationary but not necessarily serially uncorrelated or independent of the regressors.

Under (i') and (ii'), unless the regressor is strictly exogenous the stationary regressor will typically be correlated with the error term and the parameter estimate will be inconsistent. This is the usual source of "simultaneous equations bias," "omitted variables bias," and "errors-in-variables bias." However, under (i') and (ii''), rather remarkably the estimator of the coefficient of interest is consistent, although it does not have an asymptotic normal distribution.

Finally, suppose that the regressor and at least one dependent variable are integrated, but that there is no cointegrating relationship between the dependent variable and the regressors; it follows that the error term in the regression is integrated. In this case the estimated coefficients on regressors satisfying (ii'') will not be consistent; indeed, these coefficients and the $R^2$ of the regressions converge to random variables. An important example of this case is the regression of one random walk on another independent random walk, which is Granger and Newbold's (1974) spurious regression problem.

While these rules-of-thumb are rather involved, some intuition for why they work can be developed by first considering the familiar case of a single regressor that is stationary and uncorrelated with a serially uncorrelated error term. Under these assumptions, the OLS estimator is consistent because in large samples the average squared residual formed using any trial coefficient is minimized at or near the true coefficient value; for all coefficients except the true one, the average squared residual is larger but finite. In contrast, in time series regression with two cointegrated variables (so that the dependent variable and the regressor are both integrated but the true error term is stationary), because the two series are trending together, the residual constructed using other than the true coefficient will itself be integrated. Since an integrated process has a variance that tends to infinity, the average squared residual formed using a trial coefficient will grow arbitrarily large as the sample size increases, and will remain finite (and therefore be minimized) only for the true parameter value. This suggests that the coefficient on an integrated regressor can be estimated unusually precisely, as long as the error term is stationary. Furthermore, this unusual behavior of the average squared error suggests that the standard Gaussian asymptotic theory might not apply when there are integrated regressors. In summary, the coefficient in a regression of one integrated variable on another will be consistent if the
two variables are cointegrated although, as it turns out, the asymptotic theory is nonstandard.¹⁶

This intuition can be extended to a regression that includes one stationary regressor, one integrated regressor, and a serially uncorrelated error term that is uncorrelated with either regressor. The preceding reasoning suggests that the coefficient on the integrated regressor will be estimated more precisely than usual (and will have a nonstandard asymptotic distribution); indeed, by the logic of cointegrated regressions, this would be so even if the stationary regressor were omitted from the specification. Turning to the coefficient on the stationary regressor, suppose that the stationary and integrated regressors are uncorrelated. Then the usual reasoning for OLS with uncorrelated regressors suggests that this coefficient will have the conventional large-sample properties. While this argument assumed the two regressors to be uncorrelated, this turns out not to be restrictive: it can be shown that, since the stochastic trend dominates the behavior of an integrated process, the sample correlation between an integrated variable and any mean zero stationary variable tends to zero as the sample size increases. Thus the usual tools of time series regression can be used to examine the coefficient on the mean zero stationary regressor even if there are other regressors that are integrated. Finally, this reasoning can be extended to the case that the coefficient can be written as a coefficient on a mean zero stationary regressor by recognizing that the sum of a stationary variable and an integrated variable is itself integrated, so that the previous logic applies directly to the rearranged regression.

We illustrate these general principles by returning to the curious regressions in Table 2.

**Understanding the Two Econometricians' Results**

These rules-of-thumb provide a simple framework for explaining the results of our two econometricians, especially since we know the true economic structure that generated their data.

By construction, consumption and the price level are integrated processes that do not share a common stochastic trend, so they are not cointegrated. Thus the first regression clearly falls into the category of a spurious regression. As both Granger and Newbold (1974) and Peter Phillips (1986a) have emphasized, an indication of this situation is the extremely low Durbin-Watson statistic—although this statistic does not provide a formal test for a relation between integrated processes.

¹⁶This argument applies both when the regressor and the dependent variable are cointegrated and when the regressor is a lagged value of the (integrated) dependent variable. In the latter case, the estimated coefficient will converge to one, even if additional lags in the regression have been omitted, so that the error is stationary but serially correlated. Assuming the process to have no drift, in this case the estimated coefficient will have an asymptotic “unit root” distribution as discussed by Fuller (1976) and Dickey and Fuller (1979) which differs dramatically from the usual normal distribution, implying substantial bias towards zero in moderate sample sizes. The estimator converges to this distribution at the rate \( T \) rather than \( T^{1/2} \) as in the case of conventional time series regression. Also see Fuller's discussion of the case that the variable contains a drift.
The second regression also fails to meet any of the criteria for applying the usual asymptotic approximation to the t-statistic, since consumption is not cointegrated with a linear time trend; indeed, from the definition of cointegration, it cannot be, since a linear time trend is not itself an integrated stochastic process. This regression was analyzed theoretically in an influential article by Nelson and Heejoon Kang (1981); in addition to producing a random $R^2$, with 100–150 quarterly observations the residuals from this regression seem to exhibit cycles with a period similar to one associated with the business cycle. Thus a linearly detrended random walk is likely to exhibit spurious periodicity.

Had our econometrician read Friedman closely, he would have recognized the problem with the third specification: the change in disposable income measures the change in permanent income, but with error, since it includes the change in transitory income as well. Thus the coefficient estimator in the third regression is biased downwards, even in arbitrarily large samples.

His final regression satisfies condition (i) (the true coefficient is zero and the error term is the i.i.d. error in permanent income); however, the regressor $C_{t-1}$ is integrated. Thus the coefficient on $C_{t-1}$ satisfies (ii*). It follows that this coefficient is consistent (indeed, its median estimate is close to its true value of zero), but that it will not have the usual asymptotic distribution. For the hypothetical economy (3)–(6), the t-statistic on $C_{t-1}$ is in fact Dickey and Fuller's proposed test for a unit root in consumption; according to Fuller (1976, Table 8.5.2, p. 373) the correct 10 percent critical value for a test against the hypothesis that consumption is stationary is $-2.57$. Had the first econometrician used this critical value, he would have failed to reject the hypothesis that consumption follows a random walk.

Why did the second econometrician fare better? By construction, consumption and income are cointegrated in the artificial economy, so the theoretical rules-of-thumb indicate that her first regression will result in a consistent estimator with a nonstandard distribution. Indeed, the median estimate of the 1000 replications is close to—but less than—one, although the t-statistic clearly has a nonstandard distribution. This is a specific example of Stock's (1987) result about the consistency of OLS estimators of cointegrating vectors, even if the error in the regression equation is serially correlated or not independent of the regressors. Additionally, a moment's reflection will indicate that Trygve Haavelmo's (1943) argument that the OLS estimator of the MPC is consistent because of simultaneous equations bias does not hold when consumption and income are cointegrated; rather, the estimator will be consistent, but will exhibit small sample bias.17

Her next test involved a coefficient on an integrated process in a regression equation with an i.i.d. error. However, the coefficient on the second lag of consump-

---

17It is interesting to note that this small sample bias provides an explanation of the difference between estimates of the marginal and average propensities to consume that provided one of the original motivations for Friedman's study of consumption. Specifically, applying nonstandard distribution theory to Friedman's original data, Stock (1986) shows that the marginal propensity to consume has a negative bias of approximately .15; upon adjusting for bias, the marginal and average consumption propensities are both approximately .9.
tion can be rewritten as a coefficient on a stationary variable, so that condition (ii') applies. To see this, consider that part of the regression involving the lags of consumption, and denote the two coefficients as $\alpha$ and $\beta$. Algebraic manipulations show that $\alpha C_{t-1} + \beta C_{t-2} = (\alpha + \beta) C_{t-1} - \beta (C_{t-1} - C_{t-2})$; but $C_{t-1} - C_{t-2}$ is stationary, so $\beta$ clearly can be written as a coefficient on a stationary variable. Thus the theory predicts that the usual $t$- and $F$-distributions will apply, and the simulation results on the right side of Table 2 support this prediction. This argument applies equally to her next regression, except that the stationary combination of regressors is $Y_{t-1} - C_{t-1}$, which is stationary because consumption and income are cointegrated.

Her final regression satisfies (i) and, since $\Delta P_{t-1}$ is stationary, its coefficient satisfies (ii'), so that the usual asymptotic theory applies to this coefficient (and indeed appears to work well in moderately sized samples, at least according to these calculations). However, the coefficient on $P_{t-1}$ cannot be written as a coefficient on a mean zero stationary regressor, since there are no other regressors with which $P_{t-1}$ is cointegrated. It follows that this estimator is consistent (converging to zero in this case) but has a nonstandard distribution, so that the usual critical values do not apply.18

These rules of thumb thus provide a general framework for evaluating these regression results with integrated variables, assuming the true economic structure to be known.19

Evaluating Actual Regression Results

The previous discussion emphasizes the importance of uncovering the stochastic trend properties of actual data to be used in regression analysis. In certain circumstances, economic theory might suggest orders of integration and cointegration among the variables. For example, Campbell (1987) argues that consumption and income being cointegrated is plausible both theoretically and empirically. Often, however, economic theory provides no clear guidance in determining which variables have stochastic trends, which do not, and when the trends are common among those that do.

There are no simple “recipes” for performing time series analysis with integrated variables. One sensible starting point in analyzing time series data in which there might be stochastic trends, however, is to perform a series of initial tests on the data. In particular, Dickey and Fuller’s test for a unit root in a single series can provide an important piece of evidence about whether the variable is integrated. Typically an analysis will involve multiple time series, in which case it is important to know their cointegration properties as well. Diagnostic measures for the existence of cointegration

---

18 Interpreting $P_t$ not as the price level but as the Standard and Poor’s Stock Price Index, the reader might recognize her final three equations as simplified versions of Hall’s tests of the Permanent Income Hypothesis. Stock and West provide further evidence on the finite sample performance of the asymptotic distribution theory that arises in interpreting Hall’s regressions.

19 This discussion has focused on the case of roots exactly equaling one, rather than (say) .999 or 1.001. Mathematically, however, similar warnings about the use of usual regression techniques arise for roots close to one; for example, see Cavanagh (1986) or Phillips (1986b). Thus the rules-of-thumb for identifying those coefficients with asymptotic normal distributions can be seen as tools to guard against misleading inferences if one suspects there to be roots close to one.
have been proposed and analyzed by Engle and Granger, Søren Johansen (1987), Phillips and Ouliaris (1987), and Stock and Watson (1986). While these tests certainly are not foolproof, their judicious application can shed considerable light on the way that stochastic trends enter the time series. This in turn provides a framework for implementing the rules of thumb described in this section.

Conclusions

Macroeconomic time series appear to contain variable trends. Moreover, modeling these variable trends as random walks with drift seems to provide a good approximation to the long run behavior of many aggregate economic variables, at least in the U.S. While this general observation is over thirty years old, the application of recently developed statistical "magnifying glasses" has led to several important conclusions for developing and testing macroeconomic theories and for formulating macroeconomic policies.

First, variations in growth trends constitute a quantitatively large part of the movements in real per capita GNP in the United States. Thus the importance of shifts in long run prospects must be recognized even if one is primarily concerned with a relatively short specific historical episode.

Second, the presence of stochastic trends requires careful thought to avoid important econometric pitfalls. If an econometrician wishes to exploit the additional information contained in levels of variables rather than their differences, it is possible to apply a variety of tests and some simple rules-of-thumb to reduce the possibility of making dramatic errors in inference.

Finally, there is evidence not only that aggregate variables contain a substantial stochastic trend component, but that there is a link between changes in this stochastic trend and business cycle movements. This emphasizes the importance of assessing both the short run implications of growth policies and the long run implications of stabilization policies.

The authors thank Francis Bator, Peter Clark, Francis Diebold, Eric Fisher, Joseph Gagnon, Deborah Haas-Wilson, Andrew Harvey, Charles Manski, Danny Quah, Carl Shapiro, Joseph Stiglitz, and Timothy Taylor for helpful comments.

Nelson and Plosser provide a clear discussion of the particulars of applying the Dickey-Fuller test to a single series. One shortcoming of integration or cointegration tests is that, with sample sizes typically encountered in macroeconomic research, they can have a fairly low ability to discriminate between the various hypotheses, particularly with multiple variables. For example, with 150 observations it is difficult to distinguish an integrated process from one that is stationary but highly serially correlated. (One implication of this is that tests based on theoretical cointegrating vectors, if they are known, typically have greater power than tests based on estimated cointegrating vectors.) This is closely related to the statistical difficulties discussed in the previous section with distinguishing stochastic trends from stationary components, since both econometric enterprises involve extracting information about relations among variables over the very long run using only 30 to 40 years of data.
Appendix

Stochastic Trends and Integrated Processes

This appendix presents the mathematical link between ARIMA models and the concept of stochastic trends used in the text.

Beveridge and Nelson show that any ARIMA model can be represented as a stochastic trend plus a stationary component, where a stochastic trend is defined to be a random walk, possibly with drift. This representation is most easily obtained for an ARIMA(0, 1, 1) model. Specifically, suppose that $\Delta y_t$ (where $\Delta y_t = y_t - y_{t-1}$) is a MA(1) process, so that $\Delta y_t = \epsilon_t + b\epsilon_{t-1}$, where $\epsilon_t$ is i.i.d. and $b$ is a constant. Let $y_0 = \epsilon_0 = 0$, so that $y_t$ can be written as

\begin{equation}
(A.1) \quad y_t = y_{t-1} + \epsilon_t + b\epsilon_{t-1}
\end{equation}

\begin{align*}
&= y_{t-2} + (\epsilon_{t-1} + b\epsilon_{t-2}) + (\epsilon_t + b\epsilon_{t-1}) \\
&= \sum_{r=1}^{t} \epsilon_r + b \sum_{r=1}^{t-1} \epsilon_r \\
&= (1 + b) \left( \sum_{r=1}^{t} \epsilon_r \right) - b\epsilon_t.
\end{align*}

Letting $y^p_t = (1 + b)\sum_{r=1}^{t} \epsilon_r$, and $y^s_t = -b\epsilon_t$, one can rewrite the final expression in (A.1) as

\begin{equation}
(A.2) \quad y_t = y^p_t + y^s_t, \quad \text{where } y^p_t = y^p_{t-1} + (1 + b)\epsilon_t.
\end{equation}

Evidently $y^p_t$ is a random walk with no drift and $y^s_t$ is stationary (indeed, here $y^s_t$ is serially uncorrelated). Equation (A.2) gives the Beveridge-Nelson representation of an ARIMA(0, 1, 1) process in terms of a stochastic trend ($y^p_t$) and a stationary component ($y^s_t$). Note that the innovations in the two components are both proportional to $\epsilon_t$, i.e. they are perfectly correlated; if $b > 0$, the correlation is $-1$, whereas if $b < 0$, the correlation is $+1$.

The representation can in fact be obtained for general ARIMA($p, 1, q$) processes. This is most easily shown using lag (or "backshift") operator notation, where by definition $L^j x_t = x_{t-j}$ and $a(L) = \sum_{j=0}^{p} a_j L^j$. With this notation, an ARIMA($p, 1, q$) model can be written,

\begin{equation}
(A.3) \quad a(L)\Delta y_t = f + b(L)\epsilon_t
\end{equation}
where \( f \) is a constant and \( a(L) \) and \( b(L) \) are lag polynomials of order \( p \) and \( q \), respectively. Inverting \( a(L) \), one can write (A.3) in its infinite moving average form,

\[
(A.4) \quad \Delta y_t = g + \epsilon(L)e_t
\]

where \( g = f / \sum_{j=0}^{p} a_j \) and \( \epsilon(L) = b(L)/a(L) \). Next, recursively substitute lagged \( \Delta y_t \) as was done in (A.1) and assume that \( y_0 = 0 \) and \( e_r = 0 \) for \( r \leq 0 \), so that an expression similar to the final one in (A.1) obtains:

\[
(A.5) \quad y_t = g t + \sum_{r=1}^{t} \epsilon_r + d(L)e_t
\]

where \( h = \sum_{j=0}^{\infty} \epsilon_j \) and \( d_i = -\sum_{j=i+1}^{\infty} \epsilon_j \). Thus (A.5) can be rewritten as

\[
(A.6) \quad y_t = y^p_t + y^c_t, \quad \text{where} \quad y^p_t = g + y^p_{t-1} + h\epsilon_t \quad \text{and} \quad y^c_t = d(L)e_t
\]

which provides the Beveridge-Nelson decomposition for general ARIMA(\( p, 1, q \)) processes, where the stochastic trend has drift \( g \). Note that \( h \) is easily calculated as \( \Sigma_{j=0}^{\infty} b_j / \Sigma_{j=0}^{p} a_j \). As in the ARIMA(0,1,1) case, the innovations in the trend and the cyclical components are both proportional to \( \epsilon_t \), and thus are perfectly correlated.
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