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Abstract. In e-commerce applications, no systematic research has been 
provided to evaluate if the use of a detailed and rich contextual representation 
improves the user modeling predictive performances. An underestimated issue 
is also evaluating if context could be inferred by existing customer data off-line, 
in spite of getting the customer involved on-line in the gathering process. In this 
paper, we address those problems, defining context as “the intent of” a 
customer purchase. To this aim, we collected data containing rich contextual 
information, hierarchically structured, by developing a special-purpose browser. 
The experimental results show that the finer the granularity of contextual 
information the better is the modeling of customers’ behavior. Representing the 
context in a hierarchical structure is a necessary condition, for inferring the 
context off-line, but it’s not a sufficient one.  

Keywords: E-commerce, context hierarchy, context inference. 

1   Introduction 

In his interview at AMA (American Management Association) P.K. Prahalad [25] 
stated that “the ability to reach out and touch customers anywhere at anytime means 
that companies must deliver not just competitive products but also unique, real-time 
customer experiences shaped by customer context” and that this would be the next 
main issue for the CRM practitioners. There exists substantial anecdotal evidence in 
the press and the popular literature that supports Prahalad’s observation, including 
scientific literature in the field of customer profiling and recommendation systems.  
For example, the director of personalization at one of the major on-line retailing 
companies once received a nasty email from the CEO telling him that he should either 
fix his personalization system or lose his job. The CEO’s email was prompted by a 
customer’s complaint that the company’s personalization system was making 
offensive assumptions about the lifestyle of this customer and was recommending 
inappropriate products to that person. Upon a closer examination, it was discovered 
that the customer once bought an item as a gift for his friend, and the personalization 
system started recommending related products to that customer making implicit 
assumptions about his lifestyles, which infuriated that customer. This true story is 
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very symptomatic of problems pertaining to many personalization systems that often 
predict customer behavior from the registration and the purchasing information of 
online customers without studying the contexts in which these purchases are made. In 
the previous example, if the system knew that the purchase was made in the context 
of a gift, this transaction should have been discarded from inferring that customer’s 
behavior, and the whole problem would have been avoided. Getting such contextual 
data characterizing the circumstances in which purchasing or other on line 
transactions took place, such as the “intent of” a purchase, special payment 
conditions, economic climate and the customer’s geographic location, is not easy in 
many e-commerce applications. For instance, it may not be practical to ask the 
customer about the purpose of his/her purchase because of privacy and some 
technological constraints.  Therefore, before acquiring such contextual information, it 
is necessary to provide hard scientific evidence that this contextual information 
indeed makes a significant difference in building better customer models. In our prior 
work [12], we addressed this problem and demonstrated that (a) contextual 
information matters in the sense that it facilitates building better personalized 
predictive models of customer behavior, and (b) granularity of contextual information 
also matters, i.e., the more granular and the more specific the contextual information 
is, the better we can predict customers’ behavior. However, the contextual 
information usually does not come as a set of various alternatives, such as buying a 
product for yourself or as a gift. Usually, it is organized in the form of a context 
hierarchy, where coarser types of context are partitioned into progressively finer 
levels of contextual information. 

In this paper, we study the questions of whether (a) it is feasible to infer these 
whole hierarchies of context from the data and, (b) whether the inferred hierarchical 
models outperform individual-level models of contextual knowledge. We show that 
the more we know about the context of a transaction, the better we can predict the 
customer’s behavior. We also show in our experiments that it is possible to infer the 
contextual information of a transaction with a reasonable degree of accuracy. 

Answering these questions has relevant managerial implications. In fact, acquiring 
contextual knowledge is costly in terms of privacy and technological issues and this 
cost is even higher if this knowledge is represented by complex structures. Providing 
a systematic analysis about this research issue is important to evaluate what is the 
better approach to make this knowledge useful and the gathering process of rich 
contextual knowledge as worth as possible.  

2   Literature Review 

In our previous work on context [12] we addressed the problem of investigating if 
contextual information indeed makes a significant difference in building better 
customer models in e-commerce applications. To this aim we collected experimental 
purchasing data of customers and the “intent of purchase” was gathered as contextual 
information. The overall contextual purchasing option was defined by a tree-shaped 
hierarchical structure where the root was the coarser representation of the contextual 
information and the leaves the finer knowledge representation.  After collecting all the 
purchasing data, we built predictive models of purchasing behavior for the contextual 
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and un-contextual cases under different experimental settings. The more relevant 
settings for our research purposes were: the degree of contextual information and the 
granularity of customer segments. In the first case the aim was to evaluate how the 
prediction performances change at different levels of contextual knowledge. In the 
second one the aim was to evaluate at which unit of analysis we get better predictive 
performances.  In this prior work  has been demonstrated that (a) contextual 
information matters in the sense that it facilitates building better personalized 
predictive models of customer behavior, and (b) granularity of contextual information 
also matters, i.e., the more granular and more specific the contextual information is, 
the better we can predict customers’ behavior.  

The basic hypothesis of the previous work was that contextual information is 
available and ready to be used to label each transaction; but it’s not always the case. 
In many situations context could not be easily available and its gathering can be too 
expensive because of privacy concerns and various other considerations. In those 
cases, one possibility would be to infer the context from existing data off-line, thus 
reducing the costs of collecting it on-line, and avoiding user intervention in data 
collection. This issue was not investigated in our previous work and will be 
investigated in this paper. In particular the differences in performance between 
inferring a single level of context and inferring the whole hierarchy of contextual 
knowledge will be systematically evaluated. 

Scholars in marketing have maintained that the purchasing process is contingent 
upon the context in which the transaction takes place.  The same customer can adopt 
different decision strategies and prefer different products or brands depending on the 
context [6], [17], [22]. According to [20], “consumers vary in their decision-making 
rules because of the usage situation, the use of the good or service (for family, for gift, 
for self) and purchase situation (catalog sale, in-store shelf selection, and sales person 
aided purchase).” Therefore accurate prediction of consumers’ preference 
undoubtedly depends upon the degree to which we have incorporated the relevant 
contextual information. Those statements have been also supported by the results of 
our previous work. The importance of including contextual information in 
recommender systems has also been demonstrated in [2], where a multidimensional 
approach to recommender systems is presented. In general, it is possible to assert that 
the ability of exploiting the knowledge of context is expected to increase the potential 
of many applications aimed at delivering services to users [1].  Other contributions to 
the context paradigm have been provided in information retrieval [7] [19], web 
browsing personalization systems [13], [31], Web services [23]. Most of this work has 
also tried to determine how to improve the use of context by applying different 
representations of contextual knowledge using taxonomies, hierarchical structures 
model or semantic web appliances. In [7] Bothorel and Chavalier propose the click 
stream data as an identification criterion and create a rich context for providing clues 
to recommend relevant web pages links to an unknown user. In [13] the use of 
Semantic Web is suggested for facilitating the capture of knowledge regarding users’ 
context, and supporting the performance of web searching tasks.  In [31] Zhu et al. 
introduced the notion of structured contexts and show its effectiveness using a 
lightweight ontology to provide a structure for representing contexts in an online price 
comparison example.  
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In e-commerce, the concept of a context is associated with Contextual marketing 
which is the strategy of providing personalized information (advertisements, banners, 
offers) to customers at the point of need in real time, [16], [21].  

If the concept of customer and that of transaction are broadened to embrace any 
user interacting with a company or an application to get a service, then the importance 
of knowing the context is recognized in other fields and applications. For instance, 
context-aware systems are designed to exploit the contextual information available to 
better serve the user [9], and to adapt to changes in the context. In [24] is introduced 
the concept of primitive context as the basic context abstraction for formalising and 
reasoning about context in a consistent and conceptually simple way.   

All the web and context-aware examples cited have the common characteristics of 
reasoning about situations in which contextual knowledge exists, is reliable and has 
been represented in different structures. But the reliability of contextual data in certain 
industrial situations is very expensive in terms of technological investments and 
privacy concerns. E-commerce is a typical example of a sector where privacy 
concerns and technological constraints are really high. Therefore, it is important to 
determine how strategic it is to acquire the contextual information, when modeling the 
behavior of a customer [8], [9]. So far scholars, belonging to different fields, have 
addressed the problem of inferring the contextual data off line, in spite of getting the 
user involved in the gathering process.  One approach to context recognition and 
inference is based on supervised learning which requires the intervention of an expert, 
or the user, at some point of the process to label contexts or define the user needs in a 
given context. A second compelling opportunity is setting up an unsupervised 
learning stage to learn associations between contexts and user needs without explicit 
user intervention. An example of contextual knowledge inference has been studied in 
[28] by the concept of “granularity”. They demonstrate increasing the level of 
granularity of spatial and temporal context data tends to provide good inferential 
properties in their natural language processing application. Another example of 
contexts inference is applied in text documents [11], where the aim of the work is to 
infer context taxonomy for locating the right documents by using contextual indexing 
or contextual reasoning. Other researchers have applied a comparative approach in 
order to experimentally evaluate if the inference problem is feasible in an un-
supervised way or not. In [10] an unsupervised learning approach to context 
recognition has been compared to supervised models. Another example of comparison 
between contextual inference using supervised and unsupervised technique is 
provided in [26]. This paper describes how probabilistic graphical models learned 
with different Acyclic Directed Graphs could exploit context represented as statistical 
dependences. In [26] a supervised approach developed by the expert is useful to 
elaborate the more efficient Bayesian Network for improving predictive 
performances.  The main statement is that even if many unsupervised algorithms for 
drawing more efficient probabilistic graphical models are available, they still require 
an assistance of the expert. We will take the main idea provided in [26] in the OCR 
field of application in order to be expanded and enhanced for the e-commerce domain 
where all those research aspects, related to context have been underestimated.  
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3   Problem Formulation 

In the literature, context has had several alternative definitions in different fields and 
applications. The Webster’s dictionary [29] defines context as “conditions or 
circumstances which affect some thing.” In the data mining community, context is 
defined  as those events which characterize the life of a customer and can determine a 
change in his/her preferences, status (e.g., prospect to actual), and affect the 
customer’s value for a company [5]. In the context-aware systems literature, context 
was initially defined as the location of the user, the identity of people near the user, 
the objects around, and the changes in these elements [27]. In [4] a corpus of 150 
definitions referring to different domains of cognitive sciences and related disciplines 
has been analyzed. In the field of e-commerce, the context has been defined as “the 
intent of” a purchase made by a customer, as supported by the anecdotal evidence 
provided at the beginning of this work. The same customer may buy from the same on 
line account different products for different reasons: a book for improving his/her 
personal work skills, a book as a gift for a partner, or an electronic device for his/her 
personal hobby. When the intent of the purchase varies, the user behavior is also 
supposed to change. As in the example, this kind of contextual information may be 
useful for building better user profiles and providing more accurate on-line 
recommendations. Given our definition of context, the problem can be formulated as 
follows.  

Kq

Kq

Kq

Kq

…K1Tp…T1Am…A1

…K1Tp…T1Am…A1

……

……

……

……

…K1Tp…T1Am…A1

…K1Tp…T1Am…A1

Context Hierarchy 
K

Transactional 
Attributes T

Demographic
attributes A

Kq

Kq

Kq

Kq

…K1Tp…T1Am…A1

…K1Tp…T1Am…A1

……

……

……

……

…K1Tp…T1Am…A1

…K1Tp…T1Am…A1

Context Hierarchy 
K

Transactional 
Attributes T

Demographic
attributes A

Trans (C1)

Trans (Ci)

Trans (CN)

TR11

TR12

TRi1
TRir

TRN1

TRN2

TR1r

TRNr  

Fig. 1. User model-data structure 

Let C be the customer base represented by N customers. Each customer Ci is 
defined by the set of m demographic attributes A = {A1, A2,…, Am}, and a set of r 
transactions Trans(Ci) = {TRi1, TRi2, …,TRir}, where each transaction TRij performed 
by customer Ci is defined by a set of transactional attributes T= {T1, T2, …,Tp}. In 
addition, we also have a set of contextual attributes K associated with each transaction 
TRir. The table specifying all this demographic, transactional and contextual 
information about customers is presented in Figure 1. In general the set of contextual 
attributes K can have a complex structure reflecting the complex nature of this 
information. However, in this paper, we assume that domain K is defined by a set of q 
attributes K1,…, Kq  having a hierarchical tree-shaped structure associated with it. In 
the tree structure the root represents the coarsest contextual knowledge while the 
leaves are the finest representation of the context, as in Figure 2. The values taken by 
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attribute Kq define the finest (more granular) degree of contextual knowledge while K1 
the coarsest. For example, a customer Ci can be defined by the demographic attributes 
A= {IDuser, Name, Age, Income}, by the set of five transactions made by Ci, 
Trans(Ci)= {TR1, TR2, TR3, TR4, TR5}, each transaction defined by the transactional 
attributes T= {ProductID, StoreID, Price, TransactionTime} and finally by a set of 
contextual attributes K describing the context (“the intent of”) of each purchase.  

Personal Kα Gift Kβ

Partner
Friend Kβ12

Parent
Other Kβ34

Work Kα Other Kβ

Partner Kβ1 Parent Kβ4Friend Kβ2 Other Kβ4

Personal Kα Gift Kβ

Partner
Friend Kβ12

Parent
Other Kβ34

Work Kα Other Kβ

Partner Kβ1 Parent Kβ4Friend Kβ2 Other Kβ4  

Fig. 2. Contextual hierarchy information for a purchasing transaction 

Finally, the customer base C can be partitioned into several segments [15], [18] by 
computing h summary statistics Si={Si1, Si2, …,Sih} for customer Ci over the 
transactions made by that customer, each Sij being defined as a statistics on some of 
the attribute in T across the transactions Trans(Ci). Then customers can be clustered 
into segments in the space defined by these statistics. A model of customer behavior 
can be built in the following general form: 

Y = f(X1, X2,..., Xp) . (1) 

where X1, X2,..., Xp  are some of the demographic attributes from A and some of the 
transactional attributes from T, and Y is the dependent variable to be predicted. 
Function f is a predictive function learned via different types of machine learning 
methods, such as logistic regression, decision trees or neural networks [30], that will 
be learned on the whole dataset shown in Figure 1. For instance, one may try to 
predict in which store the customer Ci will make a purchase, or which product will be 
bought, or the product’s price. The predictive models of type (1) do not assume any 
contextual information since the contextual variable K is not a part of these models. 
Therefore, we call the models of this type un-contextual. In addition, we define 
contextual counterparts of predictive models (1), the model taking the following form: 

Y = fK
q
=α(X1, X2,…, Xp) . (2) 

In model (2) only the transactions associated with the context Kq=a are used for 
building the model. For example, if the model is built for the computer science faculty 
from University X, where K1=“gift”, this means that only the gift-related transactions 
made by the CS faculty are used for building the model. Then the meaning of the 
expression “context matters” is that the contextual predictive models of type (2) 
significantly outperform in terms of predictive accuracy the un-contextual models of 
type (1) across different degrees of contextual knowledge [12]. The following two 
models are the formalization of the inferring process: 

Kq =f(X1, X2,..., Xp ) . (3a) 

KHier =f(X1, X2,..., Xp ) . (3b) 
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In model (3a) and (3b) the dependent variable, i.e. the variable to be predicted, is 
the contextual information. In Figure 3(a) and 3(b) the structures of the networks are 
presented for exploiting context represented as statistical dependencies; in each graph 
the structure is fixed and we only estimate its parameters. The use of graphical models 
for presenting contextual knowledge has been studied in  [14], [26]. In model (3a) one 
contextual attribute per time is inferred. For instance, in the coarsest context degree 
each transaction is labeled with K1, in the finest degree of contextual knowledge with 
K3.  In model (3b) the aim is to evaluate how the model can infer Kq using the whole 
hierarchy of context, rather than a single level of contextual knowledge (each 
transaction will be labeled with q contextual attributes K1, K2,…, Kq). For models (3a) 
and (3b) the predictive function f is defined as a Naïve Bayes (NB) network (Figure 
3(a)) and a Bayesian Network (BN) in figure 3(b), respectively. In model (3b) 
hierarchy KHier consists of q variables (K1,…, Kq) organized as shown in Figure 3(b), 
and where the last variable is Kq which is the same dependent variable as in the NB 
model (3a). Both BN and NB predict the same contextual variable Kq. We expect that 
by dropping the independence hypothesis of the NB model we should get better 
inference results for the model defined by (3b) in Figure 3(b). Another expectation is 
that the output of both models will be strictly influenced by the trade-offs between 
modeling error due to overly strict independence assumptions and estimation error of 
models that are too elaborate for the size of the available training set. Those 
expectations will be considered when the results of the comparison between the 
predictive performance of models (3a) and (3b) are analyzed.  

(a) (b)
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Fig. 3. Contextual Inference models 

4   Experimental Setup 

Since contextually rich datasets suitable for building personalized customer models 
are not readily available, as was explained in Section 1, we had to collect such data by 
ourselves in order to conduct our study. To this aim we developed a special-purpose 
browser to help users navigate a well-known e-commerce retail portal and purchase 
products on its site. This browser was made available to a group of student. Once a 
product was selected by a student in order to be purchased, the browser recorded the 
selected item, the purchasing price and other useful characteristics of the transaction. 
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In addition, the student had to specify the context (“intent of”) in which the purchase 
was made. The data was pre-processed by excluding the students who made less than 
40 transactions. The resulting number of students having at least 40 transactions was 
556, and the total number of purchasing transactions for these students was 31,925.  
For each customer (student) we collected the following demographic data: age, 
previous studies, marital status, and composition of the family, place of living, 
hobbies and whether the student owned a car. The car ownership was used as a proxy 
for the income. The transactional data included item purchased, price, day, time, 
session duration, number of clicks per connection, and the time elapsed for each web 
page. The data set structure is described in Table 1.  

Table 1. Data set structure 

Demographic data Ai Type Values/range 
1. Gender Boolean Male/Female 
2. Age Numerical 18-31 
3. High School descr. Nominal Grammar, Professional, Private 
4. Student description Nominal Outside, Traveling, Resident 
5. Personal Car Boolean Yes/No 

6. Hobby Nominal 
Reading, Dancing, Music, Electronics, Sports, Movies, Traveling, 
Informatics, Cooking, Cars, Arts, Photography, Collections, Fashion 

Transactional data Ti Type Values/range 

1. Visit Duration Numerical 0-919 sec. 
2. Price Numerical 1-2000 $ 
3. N. of clicks Numerical 1-35 
4. Weekday Boolean Weekday/weekend 
5. Store Nominal Electronics, home/garden, featured, Kid/baby, book/music, new 
6.Purchase description Boolean Yes/No 

The intent of purchase, i.e. the contextual information was collected at the 
beginning of each browsing session. The user was asked to specify whether the 
purchase would be intended for personal purposes or as a gift, for which specific 
personal purpose, and for whom the gift was intended. The overall contextual 
purchasing options were defined by the hierarchical structure presented in Figure 2.  
After collecting all the purchasing data for all the students, we built predictive models 
of their purchasing behavior for the contextual and un-contextual cases. Different 
experimental settings were obtained by varying the following parameters: 

1. Degree of contextual information. The contextual models can be built by 
considering few values of K (rough knowledge of context) or as many as available 
(finer knowledge.)  

2. Granularity of customer segments. A total of 4 unit of analysis have been used 
ranging from a single segment containing aggregated customer base to the 1-to-1 
case when all the segments contain transactions of each single customer. Two 
intermediate levels included 100 segments and 10 segments. A predictive model is 
built for a cluster of customers.  

3. Types of predictive models. We considered four different types of data mining 
classifiers modeling the function f, including decision trees and decision rules 
(JRip, J48, PART, NBTree) [30]. Those classifiers are trained and validated on the 
whole dataset. 
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4. Dependent variables. 3 transactional variables have been used for predicting 
customers’ behavior (the positive or negative ending of each transaction, the day of 
the transaction, the store where the customer will purchase).  

5. Performance measures. For providing statistical measurement of how well the 
classification functions correctly identifies or excludes a condition we used the 
predictive accuracy and the area under the ROC curve [30] as performance 
measures of predictive models.  

For the contextual inference process we built predictive models of type (3a) and 
(3b) under different experimental settings. In the last case (hierarchical contextual 
model) the number of parameters is reduced: it has been used only one predictive 
function (BN and NB) in spite of four and the dependent variable is the context itself 
and not a transactional attribute. All the other settings are the same (degree of context, 
granularity of market, performance measures).  The degree of contextual information 
is defined as follows.  

The contextual information K is structured in a three-level hierarchy (q=3), as 
shown in Figure 2, from a rough to a finer degree of knowledge. The contextual 
structures are deployed as follows. In the first level, the contextual variable K1 takes 
two different values: Kα=“personal” and Kβ=“gift”. In the third and finer level K3, the 
“personal” context is split in Kα1=“personal for work” and Kα2=“personal for other 
purposes”, the “gift” context is split in Kβ1=“gift for partner”, Kβ2=“gift for friends”, 
Kβ3=“gift for parents” and Kβ4=“gift for others”. In the second level, four values are 
aggregated in two resulting in Kβ12=”gift for partner and friends” and Kβ34=”gift for 
parent and other”, respectively. 

5   Results 

Given the number of experimental settings, resulting in a high number of contextual 
versus un-contextual comparisons, the more concise way to compare contextual 
model to the un-contextual one is computing the relative difference between the 
performance values as:  

(Performancecon − Performanceunc ) / Performanceunc . (4) 

where con refers to the contextual models and unc to the un-contextual model. A 
positive value means that the contextual model outperforms the un-contextual and 
viceversa. In both plots in Figure 4 are represented different degrees of contextual 
knowledge (from coarsest to finer) on the horizontal axis and on the vertical axis is 
measured the relative difference in performance averaged across all the experimental 
settings. In Figure 4(a) each of the four lines is plotted calculating performance 
formulation (4) where each line represents one level of customer segments. Figure 
4(a) shows that the contextual models outperform the un-contextual for each type of 
customer segmentation. It also shows that in almost all cases of customer granularity, 
the curves representing the value of (4) are monotone, i.e. the finer the context degree 
the higher the value of (4). The graph also demonstrates that in most cases finer 
segmentation of the customer base leads to higher performance improvement when a 
contextual model is used instead of un-contextual. In fact, with the individual models 
of customers (“Single” in Fig. 4(a)) significantly outperform all other cases achieving 
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11% performance improvement for the finest granularity of contextual information 
(“Degree 3” in Fig. 4(a)).  

Figure 4(b) presents the comparison between contextual and un-contextual models 
with respect to the degrees of contextual information but this time we have relaxed 
the market granularity assumption. In order to have a clearer representation, the 
positive values of (4) are computed separately from the negative values, and the 
absolute values are plotted in the graphs. The solid line plots the positive values of (4) 
per degree of context, while the dashed line plots the negative values of (4) in 
absolute terms. For the positive occurrence of (4) in Figure 4(b), the plot shows that 
the performance measure grows from the coarsest to the finest degree of contextual 
knowledge. In the negative occurrences of (4), there are stable and low performances. 
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Fig. 4. Relative difference of performance per degree of context 

Reporting the statistical significance of each comparison would have been 
impossible because of the large number of them (1152 in total). Figure 5 presents a 
summary of the statistical significance tests by reporting the percentage of 
comparisons with a statistical significance higher than 95%. A Wilcoxon test [3] was 
used for testing the null hypothesis (no difference between the two averages). In the 
graph the percentage of statistically significant comparisons are plotted against the 
degree of contextual information (on the x-axis) and for each customer granularity 
level (specified by different curves), for the cases in which the contextual models 
dominate the un-contextual.  
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Fig. 5. Percentage of statistical significant comparisons 

The values in Figure 5 are computed as follows: for each degree of context, the 
number of significant comparisons is divided by the overall number of comparisons 
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and each line represents a different degree of customer granularity. For example, 
point 72% for Degree 2 for the “con>un-con single” line means that, fixing the 
experimental condition for the degree of context at second level and for customer 
granularity at single customer unit of analysis, the 72% of the possible comparisons 
where  contextual outperform un-contextual are  statistically significant. The number 
of statistically significant experiments where the contextual models outperform the 
uncontextual increases with the degree of knowledge of context and this is true per 
each customer granularity level (all curves are monotone). In particular, the best 
results are obtained when the single customer is the unit of analysis (“con>unc single” 
line in figure 5). The number of statistically significant experiments rises from 48% at 
the coarsest degree of contextual knowledge to 82% for the finest degree. 
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Fig. 6. Inference model performances per customer granularity 

Figure 6 shows the results for the contextual inference problem. Both figures have 
been drawn applying the models (3a) and (3b). In Figure 6(a) performances is 
measured by the accuracy and in Figure 6(b) by the ROC area.  The lines labeled as 
“context1”, “context2” and “context3” are the plots of the inference performances 
achieved applying the model (3a) per each degree of context (K1, K2, K3). The solid 
line with empty circles (specified by “Hier BN”) represents the plot of the 
performance for model (3b) learned by the BN in Figure 3(b). Each line is plotted per 
degree of customer granularity (x-axis). In both figures the hierarchical model (3b) 
clearly outperforms each one of the models (3a), achieving high performance results, 
in particular the accuracy reaches the maximum value of 90% and the ROC area 
reaches the level of 100%. In both cases the maximum performance value was 
achieved when the unit of analysis is ten clusters of customers. Those results 
demonstrate that inferring the whole hierarchy of contextual knowledge in our 
experiment outperforms the approach in which each level per time is inferred. 
Moreover, trying to infer one level per time does not provide any improvement when 
the degree of contextual knowledge increases; for instance in the accuracy plot the 
inference of the coarsest degree of context it’s higher than finer levels (“context1” 
outperforms “context2” and “context3”). Another interesting result is that the peak of 
performance achieved by the “Hier BN” at cluster 10 unit of analysis. This result 
shows that better inference performances can be achieved for a particular unit of 
analysis.  
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In terms of statistical significance we have evaluated two different aspects: the 
difference in performance between each of the four lines of the graph, and the 
difference in performance of each results of the “Hier BN” line. With the Friedman 
test (Non Parametric Repeated Measure Anova) [3] we have tested the null hypothesis 
that the performances of each of the four lines of the graphs are equal.  For example, 
it means to evaluate how statistically significant is the difference in performance 
between the “context1” line and the “context2” and all possible combinations between 
all the shapes. The results are always statistically significant for the accuracy with 
p<0,001 at least. For the ROC area, the difference between the “Hier BN” and each of 
the single context lines is statistical significant (p<0,0001), while the difference in 
performance between each of the lines built with model (3a) are not. The results 
statistically support the statement that the hierarchical inference model (3b) 
outperforms (3a) and that inferring each degree of context alone is not useful. For 
evaluating the statistical significance of the difference in performance of each value 
point of the “Hier BN” model we have used the Kruskal-Wallis non parametric 
method [3]. The null hypothesis is that the performances obtained by (3b) are equal 
for each unit of analysis. For example it means to evaluate whether the 90% accuracy 
inference performance achieved when the unit of analysis is represented by ten 
clusters is statistically significant compared to the 80% value point achieved when the 
unit of analysis is the whole DB. The differences are always statistical significant 
with p<0,001 at least, supporting the statement that customer granularity indeed 
makes a difference in performing hierarchical inference models. 

6   Discussions of Results 

The results described in Section 5 present empirical evidence that the models built by 
taking into account rich contextual information usually provide better predictive 
performance in e-commerce applications. More specifically, the main conclusions of 
our study can be summarized as follows: 

1. The degree of contextual information matters. The more we know about the 
context of a transaction, the better we can predict the customer’s behavior.  

2. Inferring the context is feasible. The predictive accuracy by which context is 
inferred may reach the value of 90%, and inferring the whole context hierarchy 
structure is better than inferring one hierarchical level per time. 

Each point is discussed in detail below. 

1. The degree of contextual information matters: the finer the knowledge about the 
context of a transaction, the better the predictive performance of a customer’s 
behavior. As we move to finer degrees of contextual information, we observe higher 
values of performance gain. On average, as shown in Figure 4, knowing the finest 
degree of context leads to the highest gains in performance,  growing from 3.5% 
(when K takes two values) to 8% (when K takes six values), in the cases in which the 
contextual models dominate the un-contextual. On the other hand, gathering finer 
degrees of contextual information can lead to a decrease in performance in those 
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settings in which the un-contextual model dominates the contextual. However, the 
loss is moderate (1.63% to 2.75%). The same evidence is provided by studying the 
statistical significance of the experimental results, as shown in Figure 5. Whatever the 
unit of analysis the number of statistically significant events grows when the degree 
of the contextual information grows and the contextual models dominate the un-
contextual. The highest variations occur when the unit of analysis is the single 
customer. In fact, in this setting there is no case in which the un-contextual model 
outperforms the contextual models and the difference is statistically significant. 
2. The inferring process is feasible. The results depicted in Figure 6 show that the 
inference of context from existing data is possible and inferring the whole context 
hierarchy structure is better than inferring one hierarchical level per time. In fact, 
predicting just the coarsest degree of context is on average 15% more accurate than 
the other two degrees. Inferring the whole hierarchy structure provides outstanding 
results, compared to the model (3a) but also in absolute terms. A 90% value of 
predictive accuracy and a value of 1 for the ROC area are definitely good enough for 
considering the opportunity of inferring the context off-line instead of getting the user 
involved in the process of gathering contextual information.  

Another interesting result is related to the market granularity. The highest values of 
performances in inferring the context hierarchy is reached when the unit of analysis is 
a relatively low number of large customers segments (ten clusters). On the other hand, 
the highest value of accuracy in predicting customers’ behavior (2) is reached when 
the unit of analysis is the single customer.  This means that the hierarchical context 
inference model (3b) needs a large amount of data for inferring the context and this 
large amount of information can be provided in less granular market segments, while 
in model (2) the contextual effects get stronger when we build progressively smaller 
segments of customers, because providing contextual information, customer 
transactions pertaining to a particular context are reduced, making fewer data points 
to fit the model, while homogeneity of these transactions increases, making it easier to 
predict more accurately customer behavior in similar contexts.  

Interpreting the inference results in the light of the literature on Bayesian 
probabilistic models leads to the following conclusions: 

- The model (3b), relaxing the independence condition of NB models, remarkably 
well captures the inner dependencies between the attributes and the context without 
errors, as shown in Figure 6(a and b). In our case, the “expert supervision” in 
building the BN of model (3b) provides so efficient results that one should reject the 
opportunity of getting the customer involved in the process of gathering contextual 
information.  

- Given the complexity of the network in (3b), the requested size of data for 
leveraging the trade off between the complexity of the network and the size of the 
sample needed for inferring the context is reached at some intermediate clustering 
level (“Cluster10” in Figure 6(a and b)).  

Finally we can generalize that the inferring process is reliable only if the data 
analyst can properly select a good model, such as hierarchical BN and identifies 
proper segmentation level to make the best inference about the context. 
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