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I. INTRODUCTION

This paper contains a re-examination from a dynamic point of view of some familiar problems in the theory of supply. In particular, it is concerned with the response of firms in a competitive industry to once-and-for-all shifts in the industry demand curve, to changes in the rate of shift in this demand curve, and to changes in the prices of factors of production. In most respects, our discussion of these issues will proceed along the lines of the traditional Marshall-Viner theory of supply. The novelty of our treatment will lie in its attempt to introduce the relative "fixity" of capital explicitly into the formulation of the firm’s maximum problem and to use this formulation to obtain a precise definition of the industry’s "short-run" and "long-run" equilibrium positions and an analysis of the passage from one to the other.¹

Aside from its theoretical interest, such a revision of the theory of a competitive industry appears to be necessitated by recent empirical work in industrial organization. Traditional supply theory affords a full explanation of firm and industry behavior only for the case in which each firm’s long-run average cost curve is “U-shaped.” In this case, the theory predicts that profit-maximizing behavior on the part of both existing and potential firms will lead firms to operate at the minimum point of this U-shaped curve. This prediction is certainly at variance with the casual observation that in most

¹The principal result concerning the relation of the long run to the short run is the famous “envelope theorem” relating long- and short-run average cost curves, each of which is obtained from an appropriate cost minimization problem (see Samuelson, 1947, p. 34). Aside from the fact that this theorem sheds no light on the way in which fixed inputs become “unfixed” through time, there is no reason to believe the equilibrium indicated by the solution to a “long-run cost minimization problem” will coincide with the equilibrium which arises from a succession of a “short-run” decisions. This point has been well developed in a different context in Phelps (1961, pp. 638–43) and Pearce (1962, pp. 1088–97).
industries the bulk of demand increases is met by existing firms rather than by new entrants. More systematic investigation is similarly unfavorable to the notion of an optimal firm size. The studies of Stigler, Simon and Bonini, Mansfield, and others, while differing widely in conception and execution, all indicate that, with the exception of very small firms, the percentage rate of firm growth is roughly independent of its size. All of these authors have interpreted these findings as evidence in favor of constant returns to scale over a wide range of firm sizes.

This evidence cannot be regarded as refuting traditional supply theory, since this theory nominally treats all conceivable sorts of average cost curves, but it must certainly call into question the empirical usefulness of this theory. With constant or increasing returns to scale, one can draw short- and long-run cost curves and discuss, in loose terms, long-run tendencies for the output of individual firms, but a unique long-run equilibrium cannot be exhibited on this diagram nor can it be obtained analytically by solving a "long-run maximum problem." Thus except for the case of "U-shaped cost curves," the traditional theory yields no unambiguous testable implications. One may also "reconcile" the industrial organizational evidence with U-shaped cost curves by supposing that these curves differ across firms in an industry and that they shift unpredictably over time, but such a reconciliation

---

2 See Simon and Bonini (1958); Stigler (1958); Mansfield (1962). The cost curve evidence surveyed and augmented in Johnson (1960), while more difficult to interpret, also appears to support the constant-returns hypothesis for all but very small firms.

3 Stephen Hymer and Peter Pashigian (1962) interpreted data similar to Mansfield's as evidence for increasing returns to scale. Their conclusion is disputed in Simon (1964).

II. PRODUCTION POSSIBILITIES WITH "FIXED" INPUTS

In order to develop a supply theory in which adjustments to demand shifts are staggered over time, it is first necessary to define the terms "fixed" and "variable" inputs and to determine the sorts of production possibilities or market opportunities under which a particular input will fall into one or the other of these two categories. In this section, after a discussion of notational matters, we shall examine a fairly recent view of the firm in which all inputs are variable and then discuss a modification of this theory which introduces "fixity" of one of the inputs.

Consider a firm whose net receipts at time $t$ are given by sales less labor costs less investment goods purchases, or:

$$ R(t) = p(t)Q(t) - w(t)L(t) - v(t)I(t), $$

where $Q(t)$, $L(t)$, $I(t)$ denote output, labor input, and gross investment; and $p(t)$, $w(t)$, and $v(t)$ are the respective prices of these goods. If the firm finances entirely by borrowing at a fixed rate $r$, its present value at time 0 is:

$$ V(0) = \int_{0}^{\infty} e^{-rt}R(t)dt. $$

We shall assume that the firm selects $Q(t)$, $L(t)$, and $I(t)$, for $t \geq 0$, so as to maximize $V(0)$ subject to a production possibility constraint relating these three flows, or time paths, and given suitable assumptions on market opportunities indicating how the three prices will vary over time. For the latter, it is assumed throughout this paper that in drawing up a plan at time 0, the firm regards these prices as beyond its control, and, further, it behaves as though the present
price levels will be maintained forever.\footnote{An alternative to this assumption of "static expectations" which is more attractive from some points of view is the hypothesis that firms' price expectations are rational (as defined by John F. Muth, 1961) or that future prices are correctly anticipated. I have developed some of the implications of this alternative hypothesis in "Optimal Investment with Rational Expectations," unpublished Carnegie Tech research memorandum, 1966. If expectations are taken to be rational, however, one cannot in general obtain the supply and factor demand functions for the individual firms in an industry (although one can characterize the behavior of industry output and price through time) so that some of the parallels between traditional, static theory and the theory developed here cannot be exhibited.} It remains only to characterize the firm's production possibilities.

The most familiar way to complete this model is to define the firm's capital stock by the declining balance formula:\footnote{If capital is regarded as an observable magnitude, equation (1) is an assumption rather than a definition.}

$$\frac{dK(t)}{dt} = I(t) - \delta K(t), \quad (1)$$

and an initial stock $K(0)$, and to assume that output is produced according to a production function:

$$Q(t) = F[L(t), K(t)], \quad (2)$$

which relates output to current labor and capital inputs. Under these assumptions, it is known that if a rental price or user cost of capital is defined by $\tau(r + \delta)$, then present value is maximized by the policy which maximizes:

$$\hat{P}F[L(t), K(t)] - wL(t) - \tau(r + \delta)K(t)$$

at each point in time, $t > 0$.\footnote{This result is given in Haavelmo (1960).} With constant prices, this rule determines an optimal stock $K^*$ which will be held for all $t > 0$, and this stock will equal the historically given $K(0)$ only by coincidence. If we define a variable input as one whose optimal level at $t > 0$ is independent of its level at $t = 0$, it is thus clear that capital and labor are, in this theory, both variable inputs, regardless of the institutional fact that one is owned by the firm and the other is hired. There is then no distinction between short- the long-run supply behavior: following a once-and-for-all change in prices, the firm proceeds immediately to its new long-run position.

If one wishes to build the "fixity" of capital explicitly into the formulation, one must introduce costs per unit of gross investment which rise with the investment rate, either by postulating monopsonistic capital goods markets (letting $\tau$ be a rising function of $T$) or by introducing internal costs of investment in the form of output foregone. In this paper, capital fixity will be treated as arising from such internal costs,\footnote{There are a number of alternative ways to introduce capital fixity into the firm's maximum problem, ranging from inequality constraints on the rate of investment to various types of "smooth" adjustment cost hypotheses. The formulation used here is adopted from Eisner and Stoots (1963). One can also motivate the distinction between short- and long-run firm behavior by reference to more specific aspects of the production process, as Armen Alchian (1959) does with his distinction between the rate of output (of a particular process within a firm) and the scheduled volume of output. The virtue of an approach such as Alchian's is that by being specific about the source of the short-run-long-run distinction one is able to get some "feel" for the shapes of the functions involved. The difficulty with this approach, as opposed to the one used here, is that the resulting theory cannot be applied to data at the balance sheet and income statement aggregation level or at higher levels of aggregation.} with the production function (2) replaced by:

$$Q(t) = F[L(t), K(t), I(t)]. \quad (3)$$

The investment rate is assumed to enter $F$ with a negative and decreasing marginal productivity. For fixed $I(t)$, capital and labor have positive and diminishing marginal productivities.

The inclusion of the gross investment
rate in the production function may be motivated by some examples. First, consider a firm composed of a production division and a planning division, each of which uses the same inputs, \( L(t) \) and \( K(t) \). The production division produces an output \( Q(t) \) according to an ordinary production function, while the activity of the planning division is proportional to the firm’s investment rate (that is, a unit of investment requires a fixed amount of planning). Suppose that both divisions operate under decreasing returns to scale. Then an increase in investment for fixed levels of \( L \) and \( K \) requires a withdrawal of labor and capital from the production division, reducing output \( Q(t) \). Because of decreasing returns, additional increases in investment require successively larger output sacrifices. (If the firm “hires” planning services from the outside, at rising unit costs, one would observe a similar effect.)

As a second example, suppose that the introduction of new capital goods introduces new production methods and that new capital becomes fully effective only after a learning period. In particular, suppose that current investment goods yield a fraction \( k \), \( 0 < k < 1 \), of the producive services they will ultimately provide. Then from (1), measured capital stock at time \( t \) is

\[
K(t) = K(0) e^{-kt} + \int_0^t e^{-k(t-s)} I(s) ds,
\]

while “effective” capital is \( K^e(t) = K(t) - (1 - k)I(t) \). Inserting \( K^e(t) \) in place of \( K(t) \) in the static production function (2) yields a special instance of (3).

In either of these examples, one might argue that only net investment should enter into \( P \), since replacement involves neither planning nor learning. This argument has some force if one thinks of replacement as typified, say, by changing a light bulb. It has less appeal if one thinks of replacing a computer with a newer model. In any case, the choice between gross and net investment is not crucial to any of the arguments which follow.

One could proceed immediately to obtain necessary conditions for the maximization of \( V(0) \) under production possibilities given by (1) and (3), but without further restrictions on the production function \( F \), it will be difficult to proceed beyond an empty statement of marginal equalities. In addition, the conditions so derived will not in general be consistent with the independence of firm growth and size. Accordingly, we shall add the assumption that \( P(L, K, I) \) is homogeneous of degree one in its three arguments. It will be noted that this restriction differs from constant returns to scale in the usual sense, since a doubling of capital and labor and the investment rate will double output, but a doubling of capital and labor with a fixed investment rate will yield more than a doubled output.

III. THE PRESENT VALUE-MAXIMIZATION PROBLEM FOR A SINGLE FIRM

In the preceding section, we defined production possibilities of a particular type (equations [1] and [3]) and asserted that a single firm with these production possibilities, operating in competitive product and factor markets, would regard capital as a fixed input in the sense that its optimal capital stock for at least some positive \( t \) would depend on its initial stock \( K(0) \). In this section, we shall work through in detail the present value-maximization problem for such a firm. In the course of this discussion, the assertion that capital is (partially) fixed under (1) and (3) will be proved, and the dependence of the firm’s output supply,
labor demand, and investment demand on prices, the interest rate, and the initial capital stock will be examined. In other words, we shall derive the short-
and long-run supply and factor demand functions for the firm.

The maximum problem of the firm has been stated in piecemeal fashion in the preceding section. It will be helpful here to collect these assumptions. The firm's objective at time 0 is to choose continuous investment and labor force plans, $I(t)$ and $L(t)$, $t \geq 0$, so as to maximize:

$$V(0) = \int_0^\infty e^{-rt}\{ pF[L(t), K(t), I(t)] \\
-wL(t) - vI(t) \} dt ,$$

where $r$, $p$, $w$, and $v$ are current ($t = 0$) prices and where $F$ is homogeneous of degree one with continuous first and second derivatives satisfying:

$$F_L > 0, \quad F_K > 0, \quad F_I < 0,$$

$$F_{LL} < 0, \quad F_{KK} < 0, \quad F_{II} < 0 . \quad (4)$$

To simplify the analysis somewhat, it will be assumed that $F$ can be written as a sum of an ordinary production function, with arguments $L$ and $K$, and an internal "adjustment cost function," with arguments $I$ and $K$, or that:

$$F_{II} = 0 . \quad (5)$$

Next, $F$ is required to be concave in the following sense: let $(L_0, K_0, I_0)$ and $(L_1, K_1, I_1)$ be any two input combinations, let $L_\theta = \theta L_0 + (1 - \theta)L_1$, and define $K_\theta$ and $I_\theta$ similarly. Assume that:

$$F(L_\theta, K_\theta, L_0) \geq \theta F(L_0, K_0, I_0)$$

$$+ (1 - \theta)F(L_1, K_1, I_1) , \quad (6)$$

with equality if and only if $(L_0, K_0, I_0)$ and $(L_1, K_1, I_1)$ are proportional.

Finally, the derivatives of $F$ are required to satisfy:

$$F_L(I, K) \rightarrow 0 \text{ as } L/K \rightarrow \infty ;$$

$$F_I(L, K) \rightarrow \infty \text{ as } L/K \rightarrow 0 ; \quad (7)$$

$$F_I(K, I) \rightarrow -\infty \text{ as } I/K \rightarrow r + \delta - a ,$$

where $a$ is some positive number.

Under these conditions, it is shown in the Appendix to this paper that a plan $[L(t), I(t)]$ with $L(t)$ and $I(t)$ strictly positive and $0 \leq I(t)/K(t) < r + \delta - a$, for all $t$, is optimal if and only if it satisfies:

$$pF_I(L, K) = w , \quad (8)$$

$$pF_K(L, K, I) = (v - pF_I(L, K))(r + \delta) , \quad (9)$$

in addition to the depreciation formula (1).

Equation (8) is simply the usual marginal productivity condition for labor. The left side of (9) is the value of the marginal product of capital. The right side of (9) may be termed the "marginal user cost" of capital and may be interpreted by analogy to the expression $v(r + \delta)$ for user cost to which $pF_K$ is equated when capital is variable. In either case, the term $r + \delta$ converts a stock price to a flow price. The term $v - pF_I$ is the marginal cost of accumulating capital, with $v$ measuring cash outlay per unit of investment goods, and $-pF_I$ measuring the value of output foregone with each unit of investment.

Next we derive from (1), (8), and (9) the firm's short-run labor demand function, its short-run supply function, its investment demand function, and its long-run growth plan. Since $F$ is homogeneous of degree one, its first derivatives can be treated as functions of the ratios $L/K$ and $I/K$. From (4) and (7), (8) can be solved for a positive value of $L/K$ for any price ratio $w/p$. The short-run demand curve for labor is then:

$L(i) = K(i)D_i(w/p) , \quad D_i'(w/p) < 0 . \quad (10)$
A change in \(w/p\) thus induces an instantaneous movement of \(L\) along this curve; as capital is adjusted, this demand curve will shift proportionally.

To determine the investment demand function, re-arrange (9), apply Euler's Theorem to \(F\), and use (10) to eliminate \(L/K\) to obtain:

\[
\frac{\partial}{\partial \frac{v}{p}} F\left[1, D_1 \left(\frac{w}{p}\right), \frac{I}{K}\right] - D_1 \left(\frac{w}{p}\right) \frac{w}{p} + \left(\frac{r + \delta}{K} - \frac{1}{K}\right) F_2 \left(\frac{I}{K}\right) = \nu (r + \delta).
\]

(11)

where \(\partial D_2 / \partial (w/p) < 0\), \(\partial D_2 / \partial (v/p) < 0\), and \(\partial D_2 / \partial r = \partial D_2 / \partial \delta < 0\).

Inserting these solutions for \(L/K\) and \(I/K\) into the production function gives the short-run supply function of the firm:

\[
Q(t) = K(t) F\left[1, D_1 \left(\frac{w}{p}\right), D_2 \left(\frac{w}{p}, \frac{v}{p}, r, \delta\right)\right].
\]

(13)

Output will be a rising function of \(r, \delta, \nu, q/p\), but the effect on \(Q(t)\) of changes in \(w/p\) is indeterminate. This leads to the odd possibility that the slope of the short-run supply curve (the derivative of \(Q\) with respect to \(p\)) may have either sign. This result—which is of course at variance with the implication of conventional theory that the short-run supply curve must slope upward—arises from the presence of investment in the production function and from the role that price plays as a perfect indicator of future price. The initial effect of a price increase is to induce the firm to expand its labor force to meet current demand and also to increase the investment rate so as to be prepared to meet future de-
mand. These two responses affect current output in opposite directions. While one might strain for examples in which the negative effect outweighs the positive one, thus making a downward sloping short-run supply curve "reasonable," I think it is probably best simply to rule this case out by assumption. In what follows, then it is assumed that \( \frac{\partial Q}{\partial \rho} > 0 \).

Equations (10), (12), and (13) give the firm's response to any once-and-for-all price or interest rate change for any given capital stock. If the price change occurs at \( t = 0 \), \( K(0) \) is historically fixed, and these equations give the initial or short-run response. To obtain the long-run response, assuming the new prices to be maintained over time, we need only to know the time path of \( K(t) \). Combining (1) and (12):

\[
\frac{\dot{K}(t)}{K(t)} = D_2 \left( r, \delta, \frac{w}{\rho}, \frac{q}{\rho} \right) - \delta. \tag{14}
\]

Thus for constant prices, capital stock will grow (or decline) at a constant percentage rate, and this rate will be independent of size (as measured by assets). From (10), (12), and (13) it is evident that gross investment, labor force, and output will all grow at the rate \( D_2 - \delta \) as well.

IV. THE ORGANIZATION OF A COMPETITIVE INDUSTRY

In the last section, we determined the optimal growth plan for a single firm with a particular type of production possibilities. In this section, we examine an industry composed of a large number of such firms, each with identical production functions as given by (3) and each faced with the same set of prices \( \rho, w, q, \) and \( r \), but with possibly different capital stocks.

Before deriving the supply curve of the industry, it is important to inquire whether the composition of the industry will remain the same in the face of shifting demand or, in particular, to raise the issues of merger and dissolution of firms and of entry and departure. A natural way to deal with both these questions is to examine the way in which present value under an optimal policy will vary with initial capital stock. Retaining the assumption of constant prices, (7) and (8) imply that the optimal ratios of labor to capital and gross investment to capital remain constant over time. Then if \( R^*(t) \) and \( K^*(t) \) denote receipts and capital stock at \( t \) under the optimal policy, the ratio \( R^*/K^* \) will remain constant, with both \( R^* \) and \( K^* \) expanding at the percentage rate \( D_2 - \delta \), as given in (14). Then present value under the optimal policy is:

\[
V^* \left[ K(0) \right] = (r + \delta - D_2)^{-1} \frac{R^*(t)}{K^*(t)} K(0). \tag{15}
\]

Thus if each firm is selecting inputs optimally, the present value of all of the firms in the industry will be independent of how the industry's capital stock is distributed across firms.4 There is, therefore, no incentive for firms to merge or dissolve, regardless of the initial asset distribution.

From (15) it is evident that the value of a firm with no capital is zero, so that mere membership in the industry has no value. From this, one is tempted to conclude that there will be no incentive for new firms to enter the industry and begin accumulating capital "from scratch." Unfortunately, the entry problem cannot be handled quite so neatly for rea-

4 The proportionality of present value to initial capital stock as in (15) is not generally true with adjustment costs. In fact, with depreciation as assumed in (1), it will hold if and only if the function \( F \) is homogeneous of degree one. This is shown in the paper cited in note (4).
sons which will be clearer after industry growth in the absence of entry is discussed.

Assume an industry-wide demand function of the form:

\[ Q(t)e^{-\lambda t} = z(t) = h[p(t)], \quad (16) \]

where \( h \) is required to satisfy:

\[ h'(p) < 0, \quad h(0) = \infty, \]

and \( h(\infty) = 0. \quad (17) \]

The behavior of price and industry output over time can now be handled geometrically with a slightly modified supply-and-demand diagram (Fig. 2).\(^9\)

The downward sloping curve in Figure 2 is obtained from (16) and (17); it is the relative (to the “size of the market”) demand curve facing the industry, with price on the vertical axis and \( z = Qe^{-\lambda t} \)

![Diagram](image)

**Fig. 2**

If one thinks of GNP growth as the principal factor shifting the demand curve, the growth of demand \( \lambda \) can be thought of as the product of the growth rate of income times the income elasticity of demand for the industry’s product.

The growth rate of output supplied is given by the right side of (14) in the previous section. For fixed levels of \( r, w, q, \) and \( \delta, \) this rate may be written \( D_z(r, w/p, q/p, \delta) = g(p), \) where \( g'(p) > 0 \) (see Fig. 1). Then assuming the product market to be cleared at each point in time, the industry supply function is:

\[ \frac{\dot{z}(t)}{z(t)} = g[p(t)] - \lambda. \quad (18) \]

The initial value \( z(0) \) is given by the intersection of the short-run supply function (13) and the demand curve (16).\(^9\)

\(^9\) Under the assumptions used here, there must be at least one such intersection, but the possibility of multiple short-run equilibria is not ruled out.

\(^10\) With rational rather than static expectations (see n. 4), Figure 2 remains an accurate description of price-quantity movements in the industry. In general, the initial (short-run) response is different in the two cases, and the speed of adjustment along \( z = h(p) \) will differ. In the context of this model, the equilibrium \((p^*, z^*)\) is stable under either expectations hypothesis.
curve $s = h(p)$ will intersect the line $g(p) = \lambda$ at exactly one value of $z$, say $z^*$. At this point, (18) implies $\dot{z} = 0$. For values of $z$ to the left of $z^*$, product price (which is read off the relative demand curve) will exceed the price $p^*$ which satisfies $g(p) = \lambda$, so that $g(p)$ will exceed $\lambda$. From (18) this implies that $\dot{z} > 0$. Similarly, if $z < z^*$, $\dot{z}$ will be negative. Thus $z^*$ is a position of stable equilibrium for the industry, and the corresponding price $p^*$ is the equilibrium price.
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Using Figure 2, we can analyze the effects of either a shift in the relative demand curve or of a change in the demand growth rate $\lambda$. The first of these problems is depicted (for an upward demand shift) in Figure 3. Consider an industry initially in a long-run equilibrium position (such as $z^*$ in Fig. 2). Suppose that demand shifts as shown from $h_o(p)$ to $h_1(p)$, the rate $\lambda$ remaining the same. The industry will immediately move to a new short-run equilibrium position $z(0)$, $p(0)$ which, if the short-run supply curve is upward sloping, will be to the right of the former equilibrium $z^*_1$. The industry will then move to the right along $h_1(p)$ until it reaches the new equilibrium $z^*_1$, with the speed of approach governed by (18). Thus the analysis of a once-and-for-all shift in relative demand proceeds exactly as in the traditional treatment of a constant cost industry.

The analysis of a change in the rate of demand growth, $\lambda$, is simpler, since in this case there is no short-run change in $z$ or $p$. A rise in $\lambda$ will raise the line $g(p) = \lambda$ but leave $h(z)$ unaffected. The industry will move left along the relative demand curve until the new equilibrium is reached, at a higher equilibrium price and lower $z$ than before. This latter case helps to illustrate both the similarities and the differences between the line $g(p) = \lambda$ and the traditional flat supply curve of a constant-cost industry. For $\lambda$ fixed at zero, the price $p$ which satisfies $g(p) = 0$ is a supply price in the traditional sense; it is the price at which firms will be willing to supply an output to the market on a continuing basis, and as in the usual constant-cost case, this price is the same for all outputs. Unlike the usual constant-cost case, however, this supply price cannot be derived from a static, long-run cost minimization problem. In
addition, if one considers positive values of $\lambda$, it is seen that supply price is a rising function of the growth rate of the industry. The height of the curve $g(\rho) = \lambda$, unlike the height of the usual average cost curve, depends on the rate of shift of demand as well as on cost considerations.

This concludes the analysis of the response of industry output to demand changes, under the assumption that these shifts do not induce new firms to enter the industry. We now turn to the effects of entry on the conclusions of this analysis. From (15) and from Figure 2, one sees that at a position of industry equilibrium in the absence of entry, the curve relating the value of each firm under optimal management $V^*[K(0)]$ to its assets, $K(0)$, is a straight line passing through the origin whose slope is higher, the higher is the rate of demand shift $\lambda$. Thus the value of a unit of capital in an industry will depend upon how fast demand is growing in that industry and upon the ease with which this demand growth can be satisfied by existing firms. If capital goods were freely transferable, at constant unit cost, across industries (that is, if capital were a variable input) and if entry were free, the ratio $V^*[K(0)]/K(0)$ would be equated across industries. If capital is not a variable input, then one must treat each means of accumulating capital differently, so that internal investment by an established firm is associated with one set of adjustment costs, merger with another set of costs, and entry of new firms with still a third set of costs. We have treated formally only the first mode of capital accumulation. As remarked at the beginning of this section, firms will have no incentive, on our model, to merge even in the absence of costs associated with mergers, so that the introduction of such costs would imply that firms will never merge. To deal with entry, some additional theory is needed.

We shall not attempt to develop a theory of entry from notions of the "optimal behavior of potential firms," but the outlines of what a reasonable entry hypothesis should look like are easily sketched. First, while one cannot assert that $V^*[K(0)]/K(0)$ should equalize across industries, the birth rate of firms should certainly be a rising function of this ratio. For fixed factor prices, this ratio in turn is a rising function of output price. Then if $b(\rho), b'(\rho) > 0$ is the increment to output from new firms relative to current industry output, equation (18) is replaced by:

$$\frac{\dot{z}(t)}{z(t)} = g[p(t)] + b[p(t)] - \lambda. \quad (19)$$

The construction of Figure 2 and the subsequent analysis then proceeds as before. The effect of replacing (18) with (19) is to make the equilibrium product price less sensitive to changes in the growth rate $\lambda$. If, as one might expect, $b(\rho)$ becomes infinitely elastic at some price $p_0$ (whose value would of course depend on prices in other industries), then under (14) the horizontal line in Figure 1 would have to lie under the line $\dot{p} = p_0$, regardless of the size of $\lambda$. In the limit, as costs of shifting capital between industries go to zero, the height of the horizontal line in Figure 1 would be fixed exactly by prices and costs in other industries, and changes in $\lambda$ would affect only the entry rate.

V. INVESTMENT DEMAND IN A COMPETITIVE INDUSTRY

Once the behavior of industry output over time is determined, it is not difficult to obtain the industry factor demand functions. In view of the recent interest in the theoretical foundations of
econometric investment functions, most of which have been estimated from industry or even sectoral time series, it may be worthwhile to examine the implications for investment demand of the analysis of the preceding two sections. In so doing, we neglect the effects of entry of new firms.

From equation (12), which is readily aggregated over all firms, we have the gross investment function for the industry as a function of output price and other variables:

$$\frac{I(t)}{K(t)} = D_2 \left( r, \frac{w}{p}, \frac{\sigma}{p}, \hat{p} \right).$$  \hspace{1cm} (20)$$

From (16) and (18), \( p(t) \) is obtained as a function of \( \hat{p}(t) \) and \( \lambda \). For econometric purposes, then, (20) and this first-order equation in \( \hat{p}(t) \) would be approximated by convenient linear or log-linear forms, and \( \hat{p}(t) \) eliminated between the two equations. The industry investment demand function so obtained will be a first-order differential (or difference) equation in \( I(t)/K(t) \) with the levels and rates of changes of the factor prices \( w, \sigma, \) and \( r \) as “forcing variables” and with the rate of demand shift, \( \lambda \), as an additional variable. The properties of this investment function are easily developed from the preceding analysis and need not be discussed here.

Two important differences between the industry demand function for capital goods and the demand function for a single firm may be noted. First, the firm’s demand function, equation (20), regarded as a differential equation in capital stock, is a first-order equation as is the familiar flexible accelerator. When one looks at adjustment from an industry-wide viewpoint, regarding product price as an “endogenous” variable, the order of the differential (or difference) equa-

tion in capital stock goes up by one. Second, when one aggregates from the firm to the industry, the rate of shift in the industry’s demand curve, \( \lambda \), becomes an argument in the investment function. The presence of \( \lambda \) in this function was, of course, a feature of the early formulations of the accelerator hypothesis.\(^\text{11}\)

VI. Conclusion

This paper has been an attempt to clarify some familiar notions of the theory of supply, in particular the concepts of short- and long-run adjustments to demand shifts, through the assumption of production possibilities which induce present value-maximizing firms to “stagger” their responses to price changes. Insofar as the effort has been successful, it seems to me to have relevance for empirical study of industrial organization and of the demand for investment goods.

First, the present value-maximization problem of the firm as we have formulated it yields an optimal investment plan characterized by the independence of firm size and the percentage growth rate of the firm. Such a model, if made stochastic in an appropriate way, has the empirical advantages of the "Gibrat’s Law" theories of firm growth as well as the other well-known virtues of a hypothesis based on the assumption of maximizing behavior. In addition, it has been found that if firm growth is independent of size, the ratio of a firm’s market value to the replacement value of its assets is also independent of size.

From the point of view of empirical investment studies, the approach taken here has two advantages over an ap-

\(^{11}\) See, for example, Clark (1917) and Samuelson (1939).
approach based on the theory of a single firm’s behavior. First, the industrial organizational evidence is highly relevant to any investment theory (indeed, Gibrat’s Law is an investment theory), and restricting oneself to investment hypotheses which are consistent with this evidence provides a useful discipline in theoretical work. Second, in view of the aggregate nature of the time series used in most empirical investment studies, there are obvious advantages to developing an investment demand for an industry rather than for a single firm.

Finally, we have shown that in the presence of costs of adjustment the long-run supply price for a competitive industry cannot be interpreted as an average cost curve derived from a “long-run cost minimization problem.” If the industry’s long-run equilibrium position is not attained immediately, then the nature of this equilibrium depends on the costs of approaching and maintaining it.

APPENDIX

DERIVATION OF (8) AND (9)

It will be convenient to approach the maximum problem stated in Section III of the text in two steps: first, at each point in time, choose \( L(t) \) so as to maximize \( R(t) \) for arbitrary \( K(t) \) and \( I(t) \); second, use the solution to the first problem to eliminate \( L(t) \) from the problem, and choose a path \( I(t) \), \( t \geq 0 \), so as to maximize \( V(0) \).

The first of these problems is:

\[
\max_{L(t)} \left\{ \rho F[L(t), K(t), I(t)] - \omega L(t) \right\}.\]

Clearly, (8) is a necessary condition for this problem. From (4) and (7), (8) has exactly one solution \( L_0[K(t), \omega/\rho] \), as given in (10), and this solution yields a maximum to receipts for given \( K(t) \), \( I(t) \).

Let:

\[
G(K(t), I(t)) = \rho F[L_0[K(t), \omega/\rho], K(t), I(t)] \]

\[
- \omega L_0[K(t), \omega/\rho] - \omega I(t).\]

Then using (10), it is easily verified that \( G \) is homogeneous of degree one, that:

\[
G_K > 0, \ G_I < 0, \ G_{KK} < 0, \ G_{II} < 0,
\]

and \( G_I \left( \frac{I}{K} \right) \rightarrow -\infty \) as \( \frac{I}{K} \rightarrow r + \delta - \alpha. \)

Further, if \( 0 < \theta < 1 \), \( I_s = \theta I_s + (1 - \theta) I_s \), and \( K_s = \theta K_s + (1 - \theta) K_s \),

\[
G(K_s, I_s) \geq \theta G(K_s, I_s) + (1 - \theta) G(K_s, I_s), \tag{A2}
\]

with equality if and only if \( (K_s, I_s) \) and \( (K_s, I_s) \) are proportional.

The problem is now reduced to that of selecting a continuous investment plan \( I(t) \), \( t \geq 0 \), satisfying \( 0 \leq I(t)/K(t) < r + \delta - \alpha \), so as to maximize:

\[
W = \int_0^\infty e^{-\mu t} G[K(t), I(t)] dt,
\]

subject to (1) and given \( K(0) \). For any admissible plan \( I(t) \), present value may be regarded as a functional \( W[I(t)] \) of \( I(t) \). In view of the bounds on \( I(t)/K(t) \), \( W[I(t)] \) will have a finite value for all admissible plans. Let \( I^*(t) \) be the solution to (11), satisfying \( I^*(t) > 0 \) for all \( t \). (Recall that the existence of such a solution rests on an additional assumption that \( \rho \) is above some critical value \( \rho_c \).) Let \( I_1(t) \) be any admissible plan. Then if \( \theta \) is sufficiently small, \( I_2(t) = (1 - \theta) I^*(t) + \theta I_1(t) \) is also admissible, and \( f(\theta) = W[I_2(t)] \) is well defined. We then show that \( f'(0) = 0 \) (that is, that \( I^*(t) \) satisfies the Euler necessary condition and the transversality condition) and, further, that \( W[I^*(t)] > W[I(t)] \) for all admissible \( I(t) \) with \( I(t) \neq I^*(t) \) for some \( t \).
Form the Lagrangian expression:
\[ \mathcal{L}(K, I, \lambda, t) = e^{-rt} [ G(K, I) + \lambda (K - I + \delta K) ] \]

Then if a continuous plan \( I(t), I_1(t) > 0 \) for all \( t \), maximizes \( W(I) \), there must exist a multiplier function \( \lambda(t) \) such that the following conditions are met:

\[ 0 = \frac{\partial \mathcal{L}}{\partial I} = e^{-rt} [ G_I(K, I) - \lambda ], \quad (A3) \]

\[ 0 = \frac{\partial \mathcal{L}}{\partial K} - \frac{d}{dt} ( \frac{\partial \mathcal{L}}{\partial \dot{K}} ) = e^{-rt} [ G_K(K, I) + \lambda \delta ] - \frac{d}{dt} e^{-rt} \lambda, \quad (A4) \]

\[ 0 = \frac{\partial \mathcal{L}}{\partial \lambda} = e^{-rt} ( K - I + \delta K ), \quad (A5) \]

\[ 0 = \lim_{t \to +\infty} ( \frac{\partial \mathcal{L}}{\partial \dot{K}} ) = \lim_{t \to +\infty} e^{-rt} \lambda(t). \quad (A6) \]

Since \( G \) is homogeneous of degree one, the derivatives \( G_I \) and \( G_K \) are functions of \( I/K \), and (A3) and (A4) involve only the variables \( I/K \) and \( \lambda \). Setting \( \lambda = 0 \) and eliminating \( \lambda \) between these two equations gives an equation in \( I/K \). Using the definition of \( G \) in terms of \( F \), this equation is found to be equivalent to (11). Hence if (11) has a solution \( I^*(t) \), this solution also satisfies (A3) and (A4). Then the associated capital plan satisfies (A5), and since \( I^*(t) \) is constant, (A6) is satisfied. This proves that \( f'(0) = 0 \), where \( f(\theta) = W[I^*(t)] \).

We next show that \( W(I) \) is a strictly concave functional of \( I(t) \). Let \( I_0 \) and \( I_1 \) be distinct (for some interval of time) admissible plans, and let \( I_\theta = \theta I_0 + (1 - \theta) I_1 \), where \( 0 < \theta < 1 \). Let \( K_\theta \) be the capital plan implied by \( I_\theta \). Since \( I_\theta \) is linear, \( K_\theta = \theta K_0 + (1 - \theta) K_1 \). Then:

\[ W(I_\theta) - \theta W(I_0) - (1 - \theta) W(I_1) = \int_0^\infty e^{-rt} [ G(K_\theta, I_\theta) - \theta G(K_0, I_0) - (1 - \theta) G(K_1, I_1) ] dt. \quad (A7) \]

By (A2), the right side of (A7) is non-negative and is strictly positive unless \( (k_0, i_0) \) and \( (k_1, i_1) \) are proportional. Let \( t_0 \) be the lower end point of the interval on which \( I_0 \neq I_1 \), and let \( t_1 \) be the right end point of this interval. Suppose that \( I_\theta(t) = \alpha(t) I_1(t), \alpha(t) \neq 1 \), on \((t_0, t_1) \). Then if \( k_0, i_0 \) and \( k_1, i_1 \) are proportional, we must have \( k_0 = \alpha(t) k_1 \) or:

\[ e^{-\lambda(t-t_0)} k_0(t_0) + \int_{t_0}^{t} e^{-\lambda(t-s)} \alpha(s) I_1(s) ds = \alpha(t) \left[ e^{-\lambda(t-t_0)} k_0(t_0) + \int_{t_0}^{t} e^{-\lambda(t-s)} I_1(s) ds \right], \]

for all \( t_0 < t < t_1 \), where \( k_0 \) is the common value of \( K_0 \) and \( K_1 \) at \( t_0 \). But this equality implies \( \alpha(t) = 1 \) on \((t_0, t_1) \). Hence \( k_0, i_0 \) and \( k_1, i_1 \) cannot be proportional for all \( t \), which proves that the right side of (A7) is strictly positive, or that \( W(I) \) is strictly concave.

Next, let \( I^*(t) \) be the solution to (11) as before, and suppose that \( I_1(t), \) with \( I_1(t) \neq I^*(t) \) for some \( t \), is another admissible plan with \( W[I^*(t)] > W[I_1(t)] \). Let \( I_\theta(t) = (1 - \theta) I^*(t) + \theta I_1(t), \) for \( 0 < \theta < 1 \). Then:

\[ f'(0) = \frac{f(\theta) - f(0)}{\theta} = \theta^{-1} \{ W[I_\theta(t)] - W[I^*(t)] \} \]

\[ > \theta^{-1} \{ (1 - \theta) W[I^*(t)] + \theta W[I_1(t)] - W[I^*(t)] \} \]

\[ = W[I_1(t)] - W[I^*(t)] \]

\[ > 0. \]

But since \( f'(0) = 0 \), this is a contradiction.

Alternatively, if \( W[I_\theta(t)] = W[I^*(t)] \) one can (by the strict concavity of \( W \)) construct a plan \( I_\theta(t) = \theta I^*(t) + (1 - \theta) I_1(t) \) such that \( W[I_\theta(t)] > W[I^*(t)] \). Hence this case is also ruled out by the argument above.

This proves that the solution found in Section III gives the unique optimal policy.
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