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Hierarchy: The Economics of 
Managing 

BY ROY RADNER 

ATGT Bell Laboratories and New York University 


This paper was prepared for the Marshall Lectures, Cambridge Uni- 
versity, October 25-26, 1989. 1 am grateful to C. V .  Kuh for helpful 
discussions and suggestions during the preparation of this paper, 
and to U.  Pagano and two referees for comments on a previous draft. 
The views expressed here are those of the author, and not necessarily 
those of ATGT Bell Laboratories. 

1. lntroduction 

NE HUNDRED YEARS at the timeO of the publication of Alfred Mar- 
shall's Principles of Economics, the typi- 
cal British or U. S. firm was a small enter- 
prise, managed by the owner, and 
perhaps a few assistants. ~h~~~ were, of 
course, larger enterprises, such as rail- 
roads, mines, and shipyards, but even 
in those firms relatively few persons spe- 
cialized in the activity of managing, In 
the United States, according to Thomas 
K. McCraw (1984, p. 64), 

Although the profound economic movement 
that has become known as the "rise of big busi- 
ness" began with the railroads in the 1850s, it 
continued to move forward, in vastly expanded 
form, causing revolutions in manufacturing and 
distribution. These changes occurred between 
about 1880 and 1920. Prior to this period, no 
single manufacturing enterprise, indeed no en- 
tire manufacturing industry, had attained suffi- 
cient size to affect masses of people. Before 
the 1880s, even major factories customarily em- 
ployed no more than a few hundred workers. 
. . . Yet, within a single generation after 1880, 
all this changed. By 1890, each of several large 
railroads employed more than 100,000 workers 
. . . and in 1901, the creation of the United 

States Steel Corporation climaxed a $1.4 billion 
transaction. This sum. which far exceeded the 
imaginations of most contemporary citizens, be- 
came a symbol of the new giantism in the Amer- 
ican economy, 

According to Joan Robinson, "Marshall 
had a picture, based on observation, of 
the family business in British manufac- 
turing industry. . . . He observed that 
in many cases the fortunes of a business 
are bound UP in the life of a family. An 
individual sets it going and it prospers, 
but by the third generation its vigor is 
lost" (Robinson 1977, p. 1324). On the 
other hand, Marshall was not unaware 
of "big business." 

And as with the growth of trees, so it was with 
the growth of businesses as a general rule before 
the development of vast joint stock-companies, 
which often stagnate, but do not readily die. 
. . . Nature still presses on the private business 
by limiting the length of life of its original found- 
ers, and by limiting even more narrowly that 
part of their lives in which their faculties retain 
full vigor. And so, after a while, the guidance 
of the business falls into the hands of people 
with less energy and less creative genius, if not 
with less active interest in its prosperity. If it 
is turned into a joint stock-company, it may 
retain the advantages of division of labor, of 
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specialized skill and machinery: it may even 
increase them by a further increase in its capi- 
tal; and under favorable conditions it may se- 
cure a permanent and prominent place in the 
work of production. But it is likely to have lost 
so much of its elasticity and progressive force, 
that the advantages are no longer exclusively 
on its side in its competition with younger and 
smaller rivals. (Marshall 1920, p. 316) 

The economies of today's industrial-
ized nations are dominated by giant 
firms, each with thousands or even hun- 
dreds of thousands of employees. For ex- 
ample, the largest private firm in the 
world, General Motors, has more than 
700,000 employees. In such firms, more 
than a third of the employees may be 
working full time in activities that are 
part of-r support-the management 
process. Thus, quantitatively as well as 
functionally, "managing" has become a 
significant activity in our economy. 

This phenomenon has not escaped the 
attention of our colleagues in schools of 
business and management, where many 
courses are devoted to the subject. The 
pure science of economics, however, has 
been slower to focus on this phenome- 
non, and pure theory even slower. The 
picture of the firm in most economic 
textbooks, and in much current economic 
research, is still that of a unitary "entre- 
preneur," bent on maximizing profits. 
But there is also a growing body of re- 
search that views the modern firm as an 
organization of economic agents. There 
are two aspects of this relatively "new 
look" that I shall discuss here: (1) the 
sense in which the large business enter- 
prise is a small economy (and sometimes 
not so small), and (2) the central role of 
managing in that economy. More partic- 
ularly, I have set myself three tasks: 

1, to convince the reader that manag- 
ing is an activity worthy of economic 
analysis; 

2. 	to review some insights that eco-
nomic theory has provided into the 

economics of managing, and 
thereby also to persuade you that 
this activity is amenable to eco-
nomic analysis; and 

3, 	to sketch a number of theoretical 
problems waiting to be solved. 

There is also a subtheme in my paper, 
namely, the significance of hierarchy. 
Large firms are widely perceived to be 
organized hierarchically, whatever that 
means precisely. Indeed, a well-known 
book opposes "markets" and "hierar-
chies" as the predominant forms of mod- 
ern economic organization, the latter, of 
course, referring to the organization of 
firms (Oliver Williamson 1975). Students 
of management are well aware that many 
interactions in a typical firm are not orga- 
nized hierarchically, even if the formal 
organization chart looks that way. Never- 
theless, it is an important principle of 
organization, both in its prevalence and 
in the prevalence of attempts to circum- 
vent it. So in addition to the three tasks 
I have just described, I shall focus on 
the question: What  is the economic sig- 
nijicance of hierarchy in the organization 
and management of large firms? 

It will be seen, then, that my topic 
falls under the heading, the theory of the 
firm, but falls far short of encompassing 
the whole of that subject. In particular, 
I shall have nothing to say about why 
firms are owned by stockholders rather 
than workers or customers or the state, 
or how stockholders' voting rights should 
be exercised, or when one should expect 
vertical integration to take place. I shall 
be pleased if what I have to say has some 
interesting implications for these issues, 
but I leave it to other occasions, or even 
other investigators, to make the infer- 
ences. I suspect that, when it comes to 
the economics of managing large firms, 
capitalist, socialist, cooperative, and la- 
bor-managed firms have much in com- 
mon, and it is that common element I 
hope to stress here. 
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Here, then, is a brief outline of my 
paper. To begin, I shall show you a few 
statistics to try to persuade you that man- 
aging has become a significant economic 
activity. Given the size of modern firms, 
and given the bounds on individuals' ca- 
pabilities for information processing and 
decision making-"bounded rationality," 
if you like-it is obvious that the labor 
of managing must be divided among 
many persons in the firm. Although not 
inevitable, it is not surprising that this 
division of labor is accompanied by spe- 
cialization, as with other kinds of labor. 
I shall use the general term decentraliza-
tion to describe the division of labor of 
managing among several persons in a 
firm. As we shall see, this decentraliza- 
tion takes many specific forms. 

First, the processing of information 
must be decentralized, i. e. ,  divided 
among many persons. I shall use some 
ideas from computer science to argue 
that many information-processing activi- 
ties in a firm can be accomplished effi- 
ciently by a hierarchical structure. Of 
course, in order to define "efficiency" I 
shall have to be precise about what is 
being economized. 

Second, the "management sector" of 
the firm makes vast numbers of deci- 
sions, and bases these decisions on vast 
numbers of observations, or information 
variables. It is not economical for all deci- 
sions to be based on all the information 
available to the firm; that is to say, differ- 
ent decisions will typically be based on 
different sets of information variables. 
Put another way, different decision mak- 
ers in the firm will typically have differ- 
ent information. I shall call this the 
decentralization of information. In prin- 
ciple, one could have decentralized infor- 
mation processing without the decentral- 
ization of information, but in large firms 
we see both. The efficient decentraliza- 
tion of information is the subject of the 
theory of teams. 

Third, all the members of a firm will 
not have exactly the same goal. Indeed, 
even if no one were greedy or lazy, mem- 
bers would still be likely to disagree 
about what is best for the firm. With the 
decentralization of information (and of in- 
formation processing), and a divergence 
of interests among the members of the 
firm-i.e., with the decentralization of 
incentives-goes a loss of control. Even 
if they wanted to, members of the firm 
could not credibly bind themselves to re- 
veal information honestly or to follow 
prescribed decision rules. We do not 
need the theory of games to predict that 
misrepresentation and moral hazard are 
likely to lead to inefficiencies, but recent 
research on principal-agent and partner- 
ship models yields some theoretical un- 
derstanding of the extent to which clever 
mechanism design and the exploitation 
of long-term relationships can remedy 
these inefficiencies. On the other hand, 
it is just in the context of models of se- 
quential decision making under incom- 
plete or imperfect information-not to 
mention bounded rationality-that the 
inadequacies of the present state of non- 
cooperative game theory are most merci- 
lessly exposed. Furthermore, I know of 
no theoretical research to date that com- 
pares the relative efficiency of hierar- 
chical and nonhierarchical organizations 
within a common model. 

Finally, I shall have to admit that re- 
search to date has not provided an ade- 
quate explanation on economic grounds 
alone of the conditions under which one 
expects to see a hierarchical organization 
of business firms. In fact, the explanation 
of hierarchy may in many cases be more 
sociological and psychological than 
purely "economic" in the mainstream 
sense. Furthermore, one sees in the cur- 
rent management literature articles that 
call for a less hierarchical organization 
of business, whatever that might mean. 
I suspect that, for economists to contrib-
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TABLE 1 
1988 "FORTUNE 500" U.S. INDUSTRIAL CORPORATIONS 

WITH MORETHAN 100,000 EMPLOYEES 

Empl. Sales 
in 1000s Rank 

-

1. General Motors 
2. IBM 
3. Ford 
4. General Electric 
5. Pepsico 
6. United Techno1 
7. Philip Morris 
9. Boeing 
9. Chrysler 

10. Eastman Kodak 
11. DuPont 
12. Digital Equipment 
13. McDonnell Douglas 
14. Westinghouse 
15. RJR Nabisco 
16. Goodyear 
17. Xerox 
18. Rockwell International 
19. Allied Signal 
21. General Dynamics 
21. Motorola 
22. Pillsbury 
23. Exxon 

Source: Fortune, Apr. 24, 1989. 

ute to that discussion in a scientific way, 
we shall have to modify our model of 
economic behavior, not merely-as is be- 
ginning to happen on a small scale-to 
take account of bounded rationality, but 
also to enrich our model of human moti- 
vation. 

Let me interject here a note on the 
style of this paper. I shall not burden 
you with any formal mathematics, except 
for some tables and graphs. But I want 
to emphasize that I shall be talking pri- 
marily about the contributions of formal 
theorists, not of historians, astute observ- 
ers, or even informal theorists. Hence 
you must be prepared to deal with a 
number of abstract ideas, even if they 
are deceptively clothed in the English 
language. 

TABLE 2 

TWELVELARGEST AMONG THE 1988 "FORTUNE EMPLOYERS 
500" NON-U. S. INDUSTRIAL CORPORATIONS 

Empl. Sales 
Country in 1000s Rank 

1. Coal India India 670 335 
2. IRI Italy 418 4 
3. Siemens W. Germany 353 7 
4. Daimler-Benz W. Germany 339 5 
5. Philips Netherlands 310 13 
6. Unilever U.K./Nether-

lands 291 11 
7. Fiat Italy 277 8 
8. Hitachi Japan 264 6 
9. Volkswagen W. Germany 252 10 

10. CGE France 204 24 
11. Steel Auth. 

India India 201 216 
12. Nestle Switzerland 198 14 

Source: Fortune, Apr. 24, 1989. 

2. Managing in the Economy 

Here are some statistics about the larg- 
est firms in the world, and about the frac- 
tion of the labor force devoted to the ac- 
tivity of managing. Although these few 
statistics hardly constitute a systematic 
study, I hope they will persuade the 
reader that a significant fraction of the 
industrialized labor force is employed in 
rather large firms, and that a significant 
fraction-perhaps more than 40 per-
cent-is devoted to the activity of manag- 
ing. In fact, the latter fraction has grown 
steadily during the past century. 

Table 1shows the largest 23 employers 
among the 1988 "Fortune 500" United 
States industrial corporations, the ones 
with at least 100,000 employees. The 
largest of these is General Motors, with 
766,000 employees, which makes it the 
largest private industrial corporation in 
the world. Incidentally, the last time I 
checked, General Motors had about as 
many employees as there are persons 
employed in manufacturing in the Neth- 
erlands! Table 2 shows the largest 12 em- 



-- - - - - - 

1386 Journal of Economic Literature, Vol. X X X  (September 1992) 

TABLE 3 


1988 "FORTUNE 500" U.S. INDLISTRIAL 
CORPORATIONS 

Employees Non-U. S. U.S. Combined 

2 200K 11 5 16 

2 100K 44 23 67 

Median 19.2K - -

Mean 37.8K 25.4K -

Total 18.9M 12.7M -


Source: Fortune, Apr. 24, 1989. 

ployers among the 1988 "Fortune 500" 
industrial corporations outside the 
United States; the smallest of these, Nes- 
t16, has almost 200,000 employees. 

Table 3 provides some summary statis- 
tics about both U. S. and non-U.S. "For- 
tune 500" industrial corporations. We 
see that altogether there are 16 firms 
with more than 200,000 employees, and 
67 firms with more than 100,000 employ- 
ees. In all the "Fortune 500" non-U.S. 
industrial corporations, the median em- 
ployment is 19,200, and the mean is 
37,800. In the corresponding 500 U. S. 
firms, the mean is 25,400. 

We are clearly dealing with some very 
large firms here, but how representative 

TABLE 4 

U.S. ESTABLISHMENTS BY EMPLOYEEA N D  EMPLOYEES 
SIZE CLASS, 1986 

Establishments Percentage of 
with number of establish- Percentage of 

employees at least ments employees 

Source: U.S. Dept. of Commerce 1989, p. 512. 

are they? I cannot answer this directly 
but U.S. government statistics on estab-
lishments (rather than firms) give an indi- 
rect answer. Table 4 shows that establish- 
ments with at least 1000 employees 
account for almost 13 percent of the em- 
ployees but only 0.1 percent of the estab- 
lishments. Similarly, 0.2 percent of es- 
tablishments have at least 500 
employees, and account for almost 20 
percent of all employees. Of course, the 
typical large firm will have more than 
one establishment under its manage-
ment. 

We should not be surprised if the man- 
agement of such large enterprises re-

TABLE 5 

U.S. FULL-TIME WAGEAND SALARYWORKERS,1987 
(MILLIONS) 

Male Female All 

Managerial and professional 
Technical and related support 
Admin. support, incl, clerical 

Total managing 
Total employees 

Managing 34.4% 64.4% 46.9% 

Source: U.S. Dept. of Commerce 1989, p. 406. 
Note: Not all sums and percentages appear consistent, because of rounding 
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quires a lot of effort and resources. For 
example, AT&T currently has about 
300,000 employees; of these, about 
125,000 or 42 percent, are classified as 
"exempt from the provisions of the Fair 
Labor Standards Act" which is roughly 
equivalent to having a managerial rank. 
Now some of these "exempt" employees 
are salespersons, attorneys, and scien- 
tists; on the other hand, many "nonex- 
empt" personnel are doing secretarial 
and clerical work, as well as maintenance 
of the buildings that house administrators 
and corporate staffs. A more global pic- 
ture is reflected in the next table. In 1987 
there were approximately 81 million full- 
time wage and salary workers in the U. S.; 
of these about 47 percent were engaged 
in occupations that probably formed part 
of the -activity of managing, either as 
managers or in support of the manage- 
ment effort. Incidentally, Table 5 also re- 
veals that women make up more than 
half of the workforce devoted to manag- 
ing, but also suggests that more than half 
of managers in the narrow sense are men 
(the latter statement is confirmed by 
other sources). 

The next table shows how the fraction 
of the labor force devoted to managing 
has increased since the beginning of the 
century, from about 12 percent in 1900 
to more than 43 percent in 1980. (Recall 
that the corresponding figure for 1987 
was 47 percent, although the data are 
not exactly comparable. In constructing 
Table 6, I was able to make use of rela- 
tively detailed occupational classifica-
tions.) 

I have been unable to extend the last 
table to years before 1900, but it is possi- 
ble to trace the growth of the clerical 
workforce from 1870 to 1970, which is 
shown in Figure 1.This figure shows the 
percentage that "clerical and kindred 
workers" made up in the total labor force, 
starting from less than one percent in 
1870, and rising to about 18 percent in 

TABLE 6 


MANAGINGI N  THE U.S. LABOR FORCE,1900-1980 


Total 

Experienced 


Managing Labor Percent 

(millions) Force Managing 


1900 3.4 29.0 11.6 
1910 5.6 37.3 15.1 
1920 7.8 42.2 18.5 
1930 10.2 48.7 20.9 
1940 11.5 51.7 22.2 
1950 16.3 59.0 27.6 
1960 20.9 68.0 30.7 
1970 30.7 79.8 38.5 
1980 45.6 104.1 43.8 

Sources: U.S. Bureau of the Census 1975; 1984, V.l, 
Ch. D, Part 1, Sec. A, Tables 25W10. 

1970. It is also interesting that, although 
the percentage of clerical workers who 
were women started out very small, it 
had passed the 50 percent mark in 1940, 
and was almost 74 percent in 1970. 

I shall become more precise about 
what I mean by managing in the next 
section. 

3. 	Managing, Decentralization, and 
Hierarchy 

What is managing? In a nutshell, we 
might say that it is "figuring out what 
to do," in contrast to "doing it." This was 
expressed more eloquently in 1921 by 
Frank Knight, who stressed the impor- 
tance of uncertainty and the role of the 
entrepreneur as a specialist in decision 
making: 

When uncertainty is present, and the task of 
deciding what to do and how to do it takes 
the ascendancy over that of execution, the inter- 
nal organization of the productive groups is no 
longer a matter of indifference or a mechanical 
detail. (Knight 1921, p. 268) 

By an extension of this point of view, 
the managing activity of a firm might be 
visualized as contained in a large "black 
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Percentage 

20 


-

-

Female Clerical 

Figure 1. Clerical and Kindred Workers in the U.S. Labor Force, 1870-1970 

Sources: U.S. Bureau of the Census 1943, Table XXI, p. 100. 

box," into which are periodically fed ob- 
servations about the firm's environment 
and the results of its past actions, and 
out of which come decisions for actions 
the firm is to take: inputs, outputs, choice 
of technique, etc. In the modern firm 
this black box is no longer a single entre- 
preneur, but is a complex organization 
including many specialists of different 
kinds. 

At this point, I should say that I am 
aware that no job in a firm, no matter 
how routine, is completely devoid of de- 
cision-making activity. The blue collar 
worker on the most routinized assembly 
line must repeatedly make decisions 
about how to handle nonstandard situa- 
tions, and in particular when to call one 
to the attention of the supervisor. On 
the other hand, sales managers, in addi- 
tion to managing their salespersons, of- 
ten spend considerable amounts of time 
with clients, engaged in selling, and thus 

in "doing." Nevertheless, in a large firm 
it is a useful approximation to divide ac- 
tivities between managing and doing. 

Notice that I have used the word "man- 
aging" rather than the word "manage- 
ment." In ordinary parlance, the latter 
word has two meanings: (1) the act of 
managing, and (2) the collection of per- 
sons in the firm called "managers." The 
first meaning can be "what managers do," 
or it can have a more general connota- 
tion. What do managers do? Here is a 
partial list: 

1. observe the 	environment and re-
sults of past actions 

2. process and communicate informa- 
tion 

3. 	make decisions 
4. 	monitor the actions of other firm 

members 

5 ,  hire and fire 

6. 	train and teach 
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7, plan 
8. solve problems 
9. exhort, persuade, set goals and val- 

ues 

These are things that would naturally fall 
under the rubric of managing. In addi- 
tion, many managers engage in other ac- 
tivities that look more like "doing;" for 
example, they try to persuade the finan- 
cial community that the company stock 
is a good investment, they negotiate 
loans, they interact with customers and 
regulators, etc. 

In carrying out their (management) ac- 
tivities, managers usually receive help, 
from staff, secretaries, clerks, equip-
ment, buildings, people who operate and 
maintain the equipment and buildings, 
etc. All of these activities and resources 
I include under the heading of managing. 
In all but the smallest firms, the activities 
of managing are carried out by more than 
one person, a phenomenon I have called 
the decentralization of managing. 

Activities 1 4  in the above list are usu- 
ally part of our economic models of statis- 
tical decision making and game theory, 
although we do not usually explicitly con- 
sider the resources devoted to them in 
our "production" or "payoff" functions. 
Activity 5 (hiring and firing) may also be 
included in a model of explicit or implicit 
labor contracts. Training and teaching is 
sometimes renamed the "production of 
human capital. " 

The seventh and eighth activities, 
planning and problem solving, begin not 
to fit so comfortably into our standard 
model. Planning and problem solving 
might be identified with the choice of 
strategy, but these activities are not usu- 
ally modeled as requiring the expendi- 
ture of economic resources. (In this con- 
nection, where do the activities of 
research and development fit in?) Fi- 
nally, the last item makes us downright 

uncomfortable; in the standard model, 
peoples' preferences and beliefs (or in 
the jargon of decision theory, their utility 
functions and prior probabilities) are ex- 
ogenously given. 

By the economics of managing I shall 
mean the consideration of the resources 
that go into the activity of managing, and 
the ways in which different organizations 
of managing do a better or worse job of 
economizing those resources and produc- 
ing good results. To study seriously the 
economics of managing, one must face 
squarely the boundedness of rationality 
of economic decision makers. This phe- 
nomenon has long been recognized by 
theorists, if rarely acted upon. One need 
not go to critics of modern decision the- 
ory, such as Herbert Simon, to find an 
acute awareness of the boundedness of 
rationality. In his book, The Foundations 
of Statistics (1954), Leonard J .  Savage 
provided economic theory with the most 
complete and coherent model of rational 
economic behavior under uncertainty (in 
single-person decision problems), but in 
the same book he emphasized the limita- 
tions of the theory as a realistic basis for 
the description--or even prescription- 
of rational behavior. In his chapter on 
"Preliminary Considerations on Decision 
in the Face of Uncertainty" he comments 
on the dilemma of decision theory that 
is reflected in the two proverbs, "Look 
before you leap," and "You can cross that 
bridge when you come to it:" 

Carried to its logical extreme, the "Look before 
you leap" principle demands that one envisage 
every conceivable policy for the government 
of his whole life (at least from now on) in its 
most minute details, in the light of the vast 
number of unknown states of the world, and 
decide here and now on one policy. This is 
utterly ridiculous, not-as some might think- 
because there might later be cause for regret 
if things did not turn out as had been antici- 
pated, but because the task implied in making 
such a decision is not even remotely resembled 
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by human possibility. It is even utterly beyond 
our power to plan a picnic or play a game of 
chess in accordance with the principle, even 
when the world of states and the set of available 
acts to be envisaged are artificially reduced to 
the narrowest reasonable limits. (p. 16) 

(Later in the book, Savage tried to ex- 
plore some conditions under which out 
of the grand decision problem of life one 
could, with approximate accuracy, isolate 
smaller and more manageable decision 
problems, but-as I think he recog-
nized-this effort was not entirely suc-
cessful.) 

From a philosophical point of view, it 
might be argued that an analysis of the 
economics of managing that is based on 
the hypothesis of bounded rationality is 
doomed to failure as a bootstrap opera- 
tion, or an infinite regress. After all, one 
way to translate "the economics of man- 
aging" is "the management of managing!" 
This point of view is taken by Pave1 Peli- 
kan (1989), who argues that the scarcity 
of what he calls "economic competence" 
makes it impossible to determine 
whether firms are organized to use eco- 
nomic competence efficiently. 

Although I might agree with this point 
of view in principle, in the practice of 
theorizing I believe that some progress 
can be made with a more modest and 
pragmatic approach. Thus, in Section 4, 
I shall take the point of view that a man- 
agement organization does implement 
some kind of decision function-r be-
havior-and that it is interesting to in- 
quire as to what organization structures 
do this efficiently, i.e., economize on the 
resources needed to implement the 
given class of decision functions, given 
a particular model of the boundedness 
of rationality. In Section 5, I push this 
a little farther: given that information 
processing is costly, what strategies for 
economizing on information are effective 
in reducing the amount of information 
actually used without unduly reducing 

its effectiveness (value)? In particular, it 
is interesting to inquire whether-or un-
der zchat conditions-there are increas- 
ing returns to scale in information-
processing and in the use of informa- 
tion. 

Now that I have given some idea of 
what I mean by the economics of manag- 
ing, I should explain the remaining word 
in my title: "hierarchy." Although this 
is a word that can be given a unique ab- 
stract-r mathematical-meaning, in 
the context of this paper it will take on 
several different concrete meanings. At 
the risk of losing part of my audience, I 
shall start out with the abstract meaning; 
in fact I shall start by defining a more 
general concept, that of a tree. (I fear 
that the mathematical name may be mis- 
leading, since it corresponds more or less 
to the botanical object with the same 
name, but upside-down!) Formally, a 
tree is a collection of objects, together 
with a relation among them, to be called 
here "superior to." This relation has the 
following properties: 

1. Transitivity-if A is superior to B, 
and B is superior to C, then A is 
superior to C. 

2. 	Antisymmetry-if A is superior to 
B, then B is not superior to A; in 
this case I shall say that B is subor-
dinate to A. 

3. 	There is exactly one object, called 
the root, that is superior to all the 
other objects. 

I shall say that A is the immediate supe- 
rior of B if there is no object that is "be- 
tween" A and B in the relation. A fourth 
property required of a tree is: 

4. 	Except for the root, every object 
has exactly one immediate superior. 

Figure 2 shows a tree with 5 objects. 
The root is at the top! Notice that not 
all the objects in the tree need be 
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Figure 2 .  A tree 

"comparab1e;"l for example, B is not su- 
perior to D, nor is D superior to B. 

In everyday language, the word hierar- 
chy not only connotes an upside-down- 
tree-like structure, but also an assign-
ment of rank or level. By a ranking of 
tree I shall mean an assignment of a num- 
ber (rank) to each object such that: 

if A is superior to B, then it has a 
higher rank (larger number); 
if A and B have the same rank, then 
they are not comparable, i.e., A is 
not superior to B, nor is B superior 
to A. 

I shall adopt the convention that the low- 
est rank is 1. 

I can now define a hierarchy; it is a 
ranked tree. I note that there may be 
more than one way to rank a tree (in a 
way that satisfies properties 1 and 2 
above); Figure 3 illustrates this. The hi- 
erarchies in Figure 3 look like organiza- 
tion charts (for a small organization!). 
With this interpretation, the relation "su- 
perior to" is that of formal authority. In 
this paper, I shall be discussing other 
kinds of hierarchies, as well. In fact, the 

' In mathematical jargon, a tree is a partially or- 
dered set, but need not be completely ordered. 

Figure 3 .  The same tree organized in levels in 2 
different ways 

first kind of hierarchy I shall consider is 
one that represents an organization of 
tasks or work. 

In his article, "The Architecture of 
Complexity" (1962), Herbert Simon 
gives a wide-ranging discussion of the sig- 
nificance of hierarchy in the structure of 
complex systems. I shall have to be satis- 
fied here to quote from his parable of 
the two watchmakers (called Tempus and 
Hora), which he uses to introduce his 
discussion of the evolution of complex 
systems: 

The watches the men made consisted of about 
1,000 parts each. Tempus had so constructed 
his that if he had one partly assembled and 
had to put it down-to answer the phone, say- 
it immediately fell to pieces and had to be reas- 
sembled from the elements. The better the cus- 
tomers liked his watches, the more they phoned 
him and the more difficult it became for him 
to find enough uninterrupted time to finish a 
watch. 

The watches that Hora made were no less 
complex than those of Tempus. But he had de- 
signed them so that he could put together 
subassemblies of about ten elements each. Ten 
of these subassemblies, again, could be put to- 
gether into a larger subassembly; and a system 
of ten of the latter subassemblies constituted 
the whole watch. Hence, when Hora had to 
out down a partly assembled watch to answer 
the phone, he lost only a small part of his work, 
and he assembled his watches in only a fraction 
of the man-hours it took Tempus (Simon 1981, 
ch. 7, p. 200) 

The theme of this parable is repeated 
in "The Science of Design": 

To design . . . a complex structure, one pow- 
erful technique is to discover viable ways of 
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decomposing it into semi-independent compo- 
nents corresponding to its many functional 
parts. The design of each component can then 
be carried out with some degree of indepen- 
dence of the design of others, since each will 
affect the others largely through its function 
and independently of the details of the mecha- 
nisms that accomplish the function. (Simon 
1981, ch 5., p. 148) 

Here the hierarchical structure of the 
system is a reflection of the process of 
design, rather than the process of con- 
struction, although the two aspects might 
well be related. In fact, design is a partic- 
ular case of problem solving, and as Si- 
mon (1981, p. 2061, points out "we can 
take over the watchmaker parable and 
apply it also to problem solving." The 
idea is that a problem is decomposed into 
subproblems such that, if each is solved 
then the original problem will be solved. 
Each subproblem can then be further de- 
composed, etc., resulting in a hierar-
chical structure of problems. 

Simon's watchmaker parable involved 
the hierarchical organization of work by 
a single person. In what follows, it will 
be useful to have in mind another illus- 
tration, which involves the allocation of 
work among many persons. With apolo- 
gies to Henry Mintzberg (1979, pp. 1-
2), I shall call this the parable of the firm. 
This firm has two major divisions, Manu- 
facturing and Marketing, plus a Corpo- 
rate OEce (I have deliberately refrained 
from calling this last the corporate head- 
quarters). The Manufacturing Division 
contains many production units, some of 
them spatially separated, and not all of 
them producing the same product. The 
Corporate Office performs a number of 
"overhead-type" activities, including ser- 
vices that are used by both of the other 
divisions, like payroll and financial ac- 
counting, legal services, research and de- 
velopment, etc. As I have described it, 
one can define a hierarchy in the firm 
by the relation "is part of." Thus a pro- 
duction unit is part of the Manufacturing 

Division, which is in turn a part of the 
firm as a whole. But I have said nothing 
about any hierarchical organization of au- 
thority. In particular, one could imagine 
that the Corporate Office is simply a ser- 
vice organization, with the task of supply- 
ing certain services requested by the two 
main divisions, but without any authority 
over them. 

One might expect that the organization 
of work in the firm-in Simon's sense- 
would have a powerful influence on the 
way the decentralization of managing is 
organized. In particular, would a hierar- 
chical design of the processes of produc- 
tion lead to hierarchical management? 
Some aspects of this will be explored in 
the following sections, but I can reveal 
right now that, from a purely theoretical 
point of view, this is still an open ques- 
tion, and that a full exploration will re- 
quire substantial additional research. For 
recent theoretical discussions of the orga- 
nization of work in modern manufactur- 
ing see Masahiko Aoki (1990) and Paul 
Milgrom and John Roberts (1990). 

4. Decentralization of Information 
Processing 

Although managers in a firm have 
many different functions, one of their 
most important functions is that of pro- 
cessing information. We might think of 
the information processing part of the 
firm as one huge decision-making ma-
chine, which takes signals from the envi- 
ronment and transforms them into ac-
tions to be taken by the "real workers." 
Of course, as I already pointed out, every 
worker on an assembly-line or lathe, and 
every salesperson in the field, makes 
many decisions every day that are not 
precisely dictated by management and 
that has always been so. The point I am 
making here is that in the modern corpo- 
ration a large part of the information pro- 
cessing activities are highly decentral-
ized, i.e., assigned to a large number of 
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persons in the corporation who specialize Various aspects of the processing of in- 
in these activities. This is so, even though formation are costly, and therefore 
corporations are thought to be highly should be "economized:" 
centralized from the point of view of au- 
thority and supervision. 

It is the main theme of this section 
that hierarchical structures, which are 
usually thought of as the epitome of the 
centralization of authority, are also re- 
markably effective in decentralizing the 
activities of information processing. As 
we have seen, the decentralization of in- 
formation processing is dictated by the 
large scale of modern enterprises, which 
makes it impossible for any single person 
to do it all. Thus the limited ca~acitv of 

A , 


individuals for information processing 
implies that this -activity uses significant 
amounts of scarce resources, including 
people, and hence information process- 
ing would appear to be a natural object 
of economic study. On the other hand, 
it is the computer scientists, more than 
any others, who have specialized in 
studying how effectively to organize the 
resources used in information process- 
ing. The present section, then, is on the 
boundary between economics and com- 
puter science. (For bibliographic notes, 
see the end of this section.) 

The economist may have noted that I 
used the word "effective" rather than "ef- 
ficient." This is because computer scien- 
tists-who are more like engineers than 
economists-are generally concerned 
with improving things, rather than with 
proving that something is optimal under 
some unrealistic and restrictive assump- 
tions. In this sense, the focus of the pres- 
ent section is more like that of computer 
science than that of mainstream econom- 
ics. On the other hand, since my concern 
is with a human information processing 
organization rather than with a physical 
computer or network of computers, my 
focus is a little different than that found 
in the current literature on computer sci- 
ence. 

1. the observation of the data about 
the environment. 

2. the capabilities and numbers of the 
individual processors (persons, 
equipment). 

3. 	the communication network that 
transmits and switches the data 
(both original and partly processed) 
among the processors. 

4. 	the delay between the observation 
of the data and the implementation 
of the decision(s). 

The last aspect, delay, is costly to the 
extent that the delayed decisions are ob- 
solete (e.g., not timely). 

In fact, computer scientists have been 
largely concerned with delay, that is, the 
time it takes to compute a particular func- 
tion. Here I shall give equal attention 
to economizing the number of pro-
cessors. I do not here consider the cost 
of communication; this has, I think, some 
empirical justification in human organiza- 
tions. The problem of "information over- 
load" is apparently particularly acute in 
modern times, and is a reflection of the 
relative cheapness of communication 
compared to processing (digestion) of in- 
formation. 

Also, in the present section I take the 
amount of environmental data as given, 
but in fact it should be an endogenous 
variable, determined by the balance be- 
tween its cost and its value. This consid- 
eration is, however, deferred to the next 
section. 

I shall now consider explicitly two 
paradigms of the transformation of envi- 
ronmental signals into decisions: (1)lin-
ear decision rules, and (2) pattern match- 
ing. 

In the first, the decision is a linear 
function of the environmental signals. 
This corresponds, in particular, to the 
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typical processing of accounting informa- 
tion. Numerical data are rescaled to com- 
mon units, like dollars or minute-miles, 
and then added up. Thus we may think 
of the calculation of a linear function as 
occurring in two stages: (1)each variable 
is multiplied by its respective coefficient 
(conversion to a common unit), and (2) 
the resulting products are added up (ag- 
gregation). The items to be aggregated 
might well be vectors, not just numbers, 
so that the coefficients are matrices. The 
decentralization of computing the linear 
function is dictated by the fact that the 
number of items to be added (numbers 
or vectors) is very large. 

In the second paradigm, the decision 
maker, i. e., decision-making organiza- 
tion, compares the "pattern" of data 
about the environment with the mem-
bers of a finite set of reference patterns, 
picking the one that is "closest" in some 
sense. To each reference pattern corre- 
sponds a decision, so that the problem 
of choosing a decision is reduced to the 
calculation of the closest reference pat- 
tern. For example, the data and refer- 
ence patterns might be represented as 
vectors in a space of very large dimen- 
sion, and the measure of closeness might 
be ordinary Euclidean distance. This di- 
mension is so large that no single pro- 
cessor can handle an entire vector at 
once. Each huge vector will, therefore, 
have to be divided up into smaller com- 
ponent vectors for processing. In fact, 
we can imagine that the original observa- 
tions themselves are on the component 
vectors, rather than on the entire vec- 
tors. 

It is interesting that both "addition" 
and "finding a minimum" are associative 
operations,%nd thus lend themselves 
naturally-as we shall see-to decentrali-

A binary operation, say *, is associative if (A * 
B) * C = A * (B * C). Addition, multiplication, mini- 
mum, maximum, set-union, and set-intersection are 
all associative. The operation "x to the power y" is 
not. 

zation, or what the computer scientist 
would call parallel computation (Jacob 
Schwartz 1980). In fact, from a formal 
point of view these concepts are the same 
in the context of information processing.3 

These considerations lead me to con- 
sider the following problem: Given N 
items to be added, and P processors, ar- 
range and program the processors to add 
the N items in minimum time. Here, for 
"add" we can read any associative opera- 
tion, and the "items" are anything amen- 
able to the associative operation. As I 
have stated it, this problem is not well 
defined, because I have not been precise 
about what a processor is. In what fol- 
lows, a processor is an object with an 
in-box, a register, and a clock. Time is 
measured in cycles; in one cycle a pro- 
cessor can take one item from its in-box 
and add it to its register. From each pro- 
cessor there may be one or more one-
way communication links to other pro- 
cessors. At res scribed times, a processor 
can also send the contents of its register 
to the in-boxes of other processors to 
which it is directly linked, and then re- 
initialize its own register to "zero;" this 
can be done in any cycle without addi- 
tional elapsed time. Finally, there is a 
articular processor that, at a designated 

time, sends out the contents of its regis- 
ter as the result of the computation, i. e., 
the grand total. The set of processors and 
links will be called a network. The pro-
gram res scribes the original assignment 
of the items to the several processors' 
in-boxes, and the times of communica- 
tion and final output. The number of cy- 
cles used to perform the computation will 
be called the delay. 

I can now restate the problem: arrange 

Another computer science term for decentralized 
processing is "distributed computation." In the com- 
puter science literature, the terms "parallel" and 
"distributed" connote different sets of research prob- 
lems (and usually different researchers), but both are 
concerned with what I have called decentralized in- 
formation processing. 
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Figure 4 .  A hierarchical network with 15 
processors, 40 items, and delay 11 

the given P processors in a network, and 
program the network, so as to add the 
given N items with a minimum delay, 

Figure 4 illustrates a hierarchical net- 
work, with 15processors indicated by cir- 
cles, and 40 items. The links joining the 
processors are to be understood as point- 
ing upward. One processor is the imme- 
diate superior of another if there is a di- 
rect link pointing upward from the 
second to the first. The successive levels 
in the diagram indicate the ranks, of 
which there are 4. Here is the way the 
program works. The 40 items are origi- 
nally assigned equally to the processors 
of the lowest level (rank 1).This is indi- 
cated in figures by the 5 lines coming 
up into each of the 8 lowest-levels pro- 
cessors. The computation starts with 
each first-level processor adding its 5 
items into its register. At the end of the 
5th cycle each first-level processor then 
takes 2 cycles to add its items and send 
its partial sum to its third-level immedi- 
ate superior, etc. At the end of 11cycles 
the single fourth-level processor (the root 
of the tree) puts out the grand total of 
the 40 items; thus the delay is 11. 

As we shall see, the minimum achiev- 
able delay is actually 8, not 11. Indeed, 
we shall also see that one can achieve 
the same delay, 8, with fewer than 15 
processors, namely 8. 

I shall say that a network is ejicient 
for a given number of items if the number 
of processors cannot be decreased with- 
out increasing the delay, or vice versa. 
Thus the network in Figure 4 is not effi- 
cient. By extension, I shall say that the 

Figure 5a. Regular hierarchy before reduction 

pair (P,C) is eficient for N items if there 
is a network with P processors that is 
efficient for N items and adds them with 
a delay equal to C. 

Although the hierarchical network of 
Figure 4 is not efficient, one can show 
that hierarchical networks are sufficient 
to attain efficiency, in the following 
sense: For any number of items, N ,  and 
any pair (P,C)that is ejicient for N ,  there 
is a hierarchical network with P pro-
cessors that can add the N items in C 
cycles. 

I shall show how to construct such effi- 
cient hierarchies, but first I need to intro- 
duce some terminology. The hierarchy 
in Figure 4 has a symmetric appearance. 
I shall call a hierarchy regular if (1)all 
the immediate subordinates of any pro- 
cessor are at the next lower level and 
(2)at each level above the first, all mem- 
bers of the same level have the same 
number of immediate subordinates. All 
of the processors at one level that are 
the immediate subordinates of the same 
processor at the next higher level will 
be called a cadre. The hierarchy in Fig- 
ure 4 is not only regular, but each cadre 
has two members. (In general, however, 
in a regular hierarchy cadres at different 
levels need not be of the same size.) 

I can now describe how a regular hier- 
archy can be "reduced" so as to decrease 
both the total number of processors (P) 
and the delay (C). I suppose we start with 
the N items allocated equally (or as 
equally as possible) among the lowest- 
level processors. Figure 5a shows the hi- 
erarchy of Figure 4, but with each group 
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Figure 5b. Regular hierarchy after 1stage of 
reduction 

of 5 items at the bottom replaced by a 
triangle, or "fan." The reduction will be 
done in stages; at each stage we reduce 
the amount of idleness in the network. 
At stage 1, we eliminate one member 
of each cadre at level 1, and assign its 
items to its corresponding immediate su- 
perior. Figure 5b shows the result of ap- 
plying the first stage of reduction. As 
there were originally 4 cadres at level 
1, 4 processors have been eliminated at 
level 1,reducing the total number of pro- 
cessors from 15 to 11. Each second-level 
processor now has 5 items plus 1 first-
level processor assigned to it. 

I shall call the items andlor immedi- 
ately subordinate processors assigned to 
a processor its predecessors. Let R de-
note the number of levels in the hierar- 
chy. The reduction procedure is com- 
pleted in stages as follows: at stage r < 
R, one processor is eliminated from each 
level-r cadre, and its predecessors are 
assigned to its immediate superior at 
level r + 1. 

Figures 5c and 5d show the second 
and third stages of reduction for the hier- 
archy of Figure 5a. The number of pro- 

Figure 5c. Regular hierarchy after 2 stages of reduction 

Figure 5d. Regular hierarchy after 3 stages of 
reduction (final) 

cessors has been reduced from 15 to 18, 
and the number of cycles from 11 to 8. 
Although there is still some idleness in 
the network, no further increase is effi- 
ciency is possible. 

There is, however, something odd 
about Figure 5d, at least as a picture of 
an organizational hierarchy. We see that 
the top ranking processor has immediate 
subordinates at all levels. In fact, a simi- 
lar phenomenon is repeated at each 
lower level. Reporting through skipped 
levels is not unheard of in corporate hi- 
erarchies (in fact, at AT&T this is called 
"skip-level reporting"), but the practice 
does not seem to be as widespread as 
the above reduction process would sug- 
g e ~ t . ~  

I shall now give the solution to the 
problem previously posed. Recall that, 
for integers N and P, N mod P denotes 
the remainder after dividing N by P. To 
add N items with P processors, the mini- 
mum delay is given by the following for- 
mula: 

Min C = [NIP] + [log(p + N mod P)], 

where the brackets 1 1 denote rounding 
down to the nearest integer, the brackets 
F1 denote rounding up to the nearest in- 
teger, and the logarithm is taken to the 
base 2. Furthermore, this minimum de- 

"igure 5d is somewhat misleading because in the 
original hierarchy each cadre had only two members. 
If we had started with larger cadres, then the relative 
importance of skip-level reporting would have been 
smaller. 
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TABLE 7 
MINIMUM (C) FOR ADDING 40  ITEMS DELAY 

P MIN C 

Source: see text. 

P = number of processors. 

* denotes an efficient network 

lay is attained by a hierarchy of the type 
that one gets from reducing a regular hi- 
erarchy, as described above. Indeed, it 
is attained by reducing a regular hierar- 
chy whose cadres originally all have size 
two! (Note that the hierarchy of Figure 
5a does have this property.) 

Table 7 illustrates this formula for 
N = 40 and P varying from 1 to 40. A 
one-processor hierarchy is the slowest, 
with a delay of 40 cycles. The minimum 
delay is 7 cycles, and can be attained 
with 12 processors; the use of more pro- 
cessors will not further reduce the delay. 
Thus a network with more than 12 pro-
cessors is not efficient for 40 items. Simi- 
larly, we see from the table that networks 
with 9, 10, and 11 processors are not effi- 
cient, either, since a delay of 8 cycles 
can be attained with 8 processors. Thus, 
although the formula gives the minimum 
number of cycles for any number of pro- 

cessors, not every pair (P ,C)  generated 
by the formula is efficient. Figure 6 
shows a graph of Table 7, and illustrates 
the same phenomenon. For very large 
numbers of items, however, these ineffi- 
ciencies will not be very significant un- 
less the number of processors is too large. 
For example, Figure 7 shows a plot of 
the minimum delay vs. the number of 
processors for N = 10,000; inefficiency 
does not become a significant problem 
until the number of processors exceeds 
2000 (approximately). (Note that the 
scales on both axes of Figure 7 are loga- 
rithmic.) 

Figures 6 and 7 illustrate the tradeoff 
between delay and number of pro-
cessors. This tradeoff is a reflection of 
the tradeoff between serial and parallel 
processing. With few processors, there 
is little parallel processing of the items 
at the first level, which causes a large 
delay. Many processors permit much 
parallel processing, which reduces the 
delay. 

I must now address a fact about real 
organizations I have thus far ignored, 
namely, that typically new data about the 
environment will be coming in periodi- 
cally, with the consequence that new de- 
cisions must be calculated periodically. 
(Computer scientists sometimes call this 
the systolic mode.) This can cause a prob- 
lem for our highly efficient reduced hi- 
erarchies if the new data arrive too fre- 
quently. The reason is that, in an efficient 
reduced hierarchy, the highest ranking 
processor is busy all the time. Thus, if 
the time between periodic arrivals of new 
data--or as I shall call them, new cohorts 
of data-is less than the delay in comput- 
ing each sum, then the backlog of unpro- 
cessed cohorts, and the delays in the cal- 
culation of the corresponding sums, will 
also increase without bound. In this case, 
the successive decisions will become un- 
boundedly obsolete! (Notice that this 
problem does not arise in a regular hier- 
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Figure 6. N = 40 


Min C vs. P 


archy unless the time taken by one level 
exceeds the time between cohorts.) 

Timothy Van Zandt (1990) has recently 
solved the problem of constructing effi- 
cient networks for the systolic mode. 
Roughly speaking, one assigns an effi-
cient "one-shot" tree to each incoming 
cohort; as processors are successively 
freed up from working on one cohort, 
they are assigned to the next available 
cohort. (This is not quite correct, how- 
ever; paradoxically, one can usually fur- 
ther reduce idle time and average delay 
by adding some processors to the effi- 
cient "one-shot" tree!) Typically, the to- 
tal number of processors, P, will be larger 
than the number of processors assigned 
to any one cohort, say Q. Although a sim- 
ple formula for the minimum delay is not 
available for the systolic mode, the fol- 
lowing pair of equations determines an 
approximation to the efficiency frontier: 

where a new cohort arrives every T cy-
cles, and is processed by Q processors 
(on the average). (These equations are 
exact in those cases in which all idle time 
has been eliminated, which, however, is 
usually not possible. In any case, the 
equations provide a lower bound on all 
feasible pairs (P,C).) 

As one varies Q between 1and N, one 
traces out the P - C efficiency frontier 
(approximately). In fact, one can get 
quite close to this frontier with a sym- 
metrical hierarchy, as follows. The net- 
work is made up of one or more groups 
of "preprocessors" and a single "over- 
head" tree, which is symmetric. Each in- 
coming cohort is assigned to one group 
of preprocessors; as each group finishes 
its task of preprocessing it sends its par- 
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Figure 7. N = 10,000 


Min C vs. P 


tial sums to the overhead tree and then 
turns to the next available cohort. The 
overhead tree is designed so that it can 
handle the successive groups of partial 
sums without creating a backlog. I call 
the resulting network a "preprocessing 
overhead tree" (POT). Figure 8 shows 
the (P,C) points corresponding to se-
lected POTs, superimposed on the graph 
of the approximate efficiency frontier. 
One sees that the POTs are close to effi- 
cient except when P is large. 

I turn now to the question of returns 
to scale. What, exactly, should we mean 
by this? Although I have referred to the 
processing delay as "costly," it is proba- 
bly more in conformity with the eco-
nomic concept of a production function 
to regard delay as a "quality" of the out- 
put-the answer-with the processors 
and the items to be processed as the in- 
puts. From this point of view, the above 

equations tell us two things. First, as the 
second question shows, the number of 
processors, P, must increase at least in 
proportion to N, the number of items 
to be processed. Second, and more strik- 
ing, the first equation shows us that, as 
the number of items increases, the delay, 
C must also increase; even if the number 
of processors is unlimited, the minimum 
delay is (1 + log N). Thus we have de- 
creasing returns to scale in a very strong 
sense. 

Is there any escape from this dismal 
conclusion? If we recall that the purpose 
of the information processing is to pro- 
vide information for decision making, 
then we might ask: what are the returns 
to scale from the use of the information, 
taking account of the fact that the infor- 
mation must be processed before it can 
be used? Unfortunately, the answer to 
this question will depend upon the par- 
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Figure 8. The Systolic Mode 

ticular decision problem for which the 
information is used. In particular, it will 
depend upon: (1)the statistical proper- 
ties of the environment and the observed 
data, and (2) the functional form that de- 
scribes how the loss due to an incorrect 
decision depends on the "decision er-
ror." It remains to be seen whether 
something useful and general can be said 
about this problem; from a series of ex- 
amples it would appear that one can get 
anything from decreasing to increasing 
returns to scale, depending on the as- 
sumptions that one makes about the deci- 
sion problem. More detailed discussions 
are provided by Radner (1989) and Rad- 
ner and Van Zandt (1992). 

Now to summarize this section of my 
paper. In the context of a decision-
theoretic model of the firm, I have 
represented managers and their helpers 

as individual information processors of 
limited capacity, and using ideas from 
computer science I have explored the ef- 
ficiency of different "architectures" for 
the network of manager-processors. 
Here "efficiency" is measured in terms 
of (1)the number of processors and (2) 
the delay between the receipt of informa- 
tion by the organization and the imple- 
mentation of decisions. The tradeoff be- 
tween these two "costs" is achieved by 
varying the degree of parallelism in the 
network of processors relative to the 
amount of serial processing done by indi- 
vidual processors. The first important 
conclusion is that eficietzcy can be 
achieved by hierarchical networks. The 
second is that, if one regards the delay 
as the quality of the output, then there 
are decreasing returns to scale in a strong 
sense, namely, one cannot maintain con- 
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stant quality indefinitely as one increases 
the number of items to be processed, 
even if the processors are free. However, 
if one considers the value of the informa- 
tion that is processed, in the context of 
a particular decision problem, then it ap- 
pears that--depending on the decision 
problem--one can get anything from de- 
creasing to increasing returns to scale, 

I conclude this section with a few bibli- 
ographic notes. As I noted above, two 
strands of literature have influenced the 
ideas presented here, one from econom- 
ics, and one from computer science. 
Thomas A. Marschak and C. Bartlett 
McGuire (1971) were probably the first 
to propose the model of a finite automa- 
ton as a formalism of the notion of a 
boundedly rational decision maker. The 
model of a decision-making organization 
as a network of information processors 
was explored by Jacob Marschak and my- 
self (1972, ch. 9), but our analysis was 
concerned more with the decentraliza- 
tion of information than of information 
processing. In a similar spirit, Thomas 
A. Marschak and Stefan Reichelstein 
(1987) studied conditions under which a 
"hierarchical" structure of decision mak- 
ing would be efficient in a broader set 
of structures. In their model, every pro- 
cessor is also responsible for the final de- 
cision about some action variable, and 
the only cost of processing is that of com- 
munication. Their analysis derived some 
conditions under which hierarchy would 
be preferred, but I shall not attempt to 
summarize their results here. Two pa- 
pers of Michael Keren and David Levhari 
(1983, 1989) provide an alternative way 
to look at the problem of minimizing the 
costs of information processing in an or- 
ganization. In the "economics strand," 
the current research of Stanley Reiter 
and Kenneth Mount is most closely re- 
lated to the present paper, and I have 
benefited from exposure to that research 
in conferences (Mount and Reiter 1982) 

and in their draft manuscript, "A Model 
of Computing with Human Agents" 
(1990). Their focus is primarily on the 
computation of equilibria of resource al- 
location mechanisms, and on the tradeoff 
between the delay and the amount of in- 
formation required to be communicated. 
The latter is measured, roughly speaking, 
by the dimension of the space of mes- 
sages utilized in the allocation mechanism. 

Thomas A. Marschak (1986) and Jacob 
Marschak and Roy Radner (1972, ch. 7) 
studied the effect of delay on the value 
of decisions, particularly in the context 
of decentralization of information. As 
pointed out above, the cost of delayed 
decision may not be simply proportional 
to the delay; the functional form of the 
dependence of cost on delay will depend 
on the intertemporal statistical proper- 
ties of the stochastic process of environ- 
mental data. 

From the "computer science strand," 
the reader familiar with the article, "Ul- 
tracomputers," by Schwartz (1980), will 
recognize how heavily I have relied on 
the ideas in that paper. I have also bene- 
fited from the paper by Clyde Kruskal 
et al. (1988). 

Recently, some game theorists have 
used the automaton model to explore 
how the boundedness of rationality might 
alter the predictions of Nash equilibrium 
theory, especially in sequential games 
(see Ariel Rubinstein 1986; Abraham 
Neyman 1985; Ehud Kalai and William 
Stanford 1988; Dilip Abreu and Rubin- 
stein 1988; and the references cited 
there). In most of these explorations, 
however, the boundedness of a player's 
rationality is expressed only by a bound 
on the number of states of the automaton, 
a direction that is quite orthogonal to the 
one taken here. 

5. Decentralization of Information 
In the previous section, I focused on 

the process of producing a decision from 
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a large amount of data, so large that the 
information processing task of producing 
the decision had to be divided u p - d e -  
centralized-among a number of sepa- 
rate processors. The decision was the 
output of a single processor, for example, 
the top of the hierarchy. 

In a firm, there are many, many differ- 
ent decisions to be made, and it is totally 
impractical for them to be put out by 
the same processor, and as a function of 
the same information. This situation, in 
which different decisions are based on 
different information, I shall call the de-
centralization of information. 

In principle, the same network could 
be used to compute different decisions 
from different sets of incoming data (us- 
ing, of course, different programs). But 
in practice this never happens for all of 
the decisions in a firm. We sometimes 
read of an executive who tries to decide 
everything, is unwilling to delegate any 
decisions to subordinates, but the point 
of such stories is that these executives 
get into trouble. Even such stories exag- 
gerate; no executive can truly decide ev- 
erything in a timely fashion! 

The same limitations that prevent any 
one person from deciding everything also 
make it uneconomical for all decisions 
to be based on the same data. We ob- 
serve that firms take in enormous 
amounts of data every day, but most deci- 
sions are based on a very small part of 
it, and the reason may seem obvious. For 
most decision problems, a relatively 
small amount of information enables one 
to make a fairly good decision, if the in- 
formation is chosen wisely. On the other 
hand, the information required for a good 
decision is typically different for different 
decision problems. 

Let me illustrate this in the context 
of the "parable of the firm' (Section 3).  
A small decision about the maintenance 
of a machine can be made quite well 
based on information local to the produc- 

tion unit; similarly, a good decision about 
the order in which to visit customers can 
be made on the basis of information local 
to the sales office. On the other hand, a 
decision to change the rate of production 
should be based, in part, on information 
about conditions at other production 
units. as well as on information about de- 
mand for the product. But even in this 
case, completely detailed information 
about all other production units and all 
sales units is not really needed; certain 
aggregate measures will be adequate. 

The efficient use of information in an 
informationally decentralized organiza-
tion is the subject of the theory of teams, 
an early development in the formal the- 
ory of organization. This theory, origi- 
nally proposed by Jacob Marschak, has 
also been taken up by applied mathema- 
ticians in the area of decision and control 
theory (Jacob Marschak and Radner 
1972; McGuire and Radner 1986; Ki H. 
Kim and Fred W. Roush 1987; for an 
elementary exposition, see Radner 1986). 
In the theory of teams, efficiency is evalu- 
ated in terms of an overall organizational 
goal or objective function (e. g., profit in 
the case of the firm). The focus is on (1) 
the incomplete and heterogeneous5 dis- 
semination of information among the sev- 
eral decision makers (i. e . ,  informational 

5 A note on terminology: it has become common 

to use the term "asymmetric information" for what 
I have here called "heterogeneous information" or 
"informational decentralization." This is unfortunate, 
as the following example shows. Suppose that there 
are two decision makers, A and B, and that A cost-
lessly observes information X, whereas B costlessly 
observes Y. Consider three different information 
structures: (1)A's decision is based on X alone, and 
B's on Y alone, i.e., there is no communication; (2) 
B communicates Y to A and then A's decision is based 
on X and Y, while B's is based on Y alone; (3) there 
is complete communication, so that A and B each 
base their decisions on X and Y. In ordinary as well 
as mathematical parlance, one would normally say 
that information structures 1 and 3 are symmetric, 
whereas 2 is asymmetric. On the other hand, in struc- 
tures 1and 2 information is decentralized or hetero- 
geneous, whereas some current authors would call 
it "asymmetric." 
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decentralization), (2) the characterization 
of decision functions that are optimal, 
given that decentralization, and (3) the 
comparison of alternative (decentralized) 
information structures, under the as-
sumption that each one will be used effi- 
ciently. In this theory, no attention is 
paid to the private incentives of the indi- 
vidual decision makers, who might as 
well be computers. In this sense, the the- 
ory of teams occupies a middle ground 
between the theory of decision for a sin- 
gle person and the theory of games. 

This is not the place to review system- 
atically research on the theory of teams. 
However, I want to call attention to two 
propositions that are relevant to my pre- 
vious discussion of information process- 
ing and hierarchy. 

First, under certain regularity condi- 
tions, for a given structure of information 
each decision maker's optimal decision 
function will be approximately linear in 
his information; to put it another way, 
linear decision rules will be approxi-
mately optimaL6 This provides a justifica- 
tion of the analysis in Section 4 of the 
processing of information using associa- 
tive operations. Recall the conclusion 
there that-under certain conditions-
efficient processing could be achieved by 
hierarchical networks. In the situation I 
am now discussing, with decentralized 
information, the implication is this: for 
each decision maker, there is an efficient 
hierarchy to calculate his decision as a 
function of his peculiar information. But 
these hierarchies will typically be differ- 
ent for di ferent  decision makers, since 
diferent  decisions will be based on dif- 
ferent sets of original data items. When 
we think about this situation carefully, 
we see that the formulation of Section 4 

Important exceptions to this proposition can arise 
when one person's information is about other per- 
sons' actions; this was first shown by Hans Witsen- 
hausen (1968), who independently formulated a 
team-theoretic framework. 

was not really adequate to consider the 
problem of efficient information process- 
ing in a team. It rarely will be efficient 
to use a different network for every deci-
sion, or even for every decision maker. 
On the other hand, in all but the very 
smallest organizations, there will be dif- 
ferent networks for different sets of deci- 
sions and decision makers. In fact, empir- 
ical studies of "informal organization" 
have shown this to be universally true 
(Arnold S. Tannenbaum 1966 and Mintz- 
berg 1989 on "adhocracy"). As far as I 
know, there has been no formal analysis 
of the general question of how to organize 
processors of given capabilities to com- 
pute a number of different decisions 
functions in an economically efficient 
manner, i. e., the team-theoretic ana-
logue of the problem discussed in Sec- 
tion 4. 

The second proposition I shall discuss 
has to do with what is sometimes called 
"management by exception." By this I 
mean a behavior in which the value of 
an observed variable or pattern is re-
ported to a superior only when it is "ex- 
ceptional" or "unusual." For example, 
the maintenance status of equipment in 
a particular production unit would not 
be reported to the production vice presi- 
dent (except possibly at infrequent peri- 
odic intervals) unless there were a mas- 
sive breakdown that threatened to upset 
the planned production schedule. Theo- 
retical studies, as well as practical expe- 
rience, suggest that management by 
exception is a powerful device for econ- 
omizing on the use of information in an 
organization (Jacob Marschak and Radner 
1972, ch. 6). On the other hand, those 
theoretical studies did not explicitly inte- 
grate team theory with the new model 
of decentralized information processing 
of Section 4. Notice that, with manage- 
ment by exception, the number of items 
to be processed in any cohort of data is 
not constant, but will fluctuate randomly 
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from one cohort to the next. The effect 
of this is that there will be stochastic 
queues of items in the in-boxes of the 
processors, rather than a regular flow, 
and hence the decision delays will also 
be stochastic. Similar analytical problems 
arise in the study of telecommunications 
networks, especially data networks, and 
one hopes that similar methods will be 
useful here. (For further recent research 
in the spirit of team theory see Jacques 
Crkmer 1980; John Geanakoplos and 
Milgrom 1991; and Raaj K. Sah and Jo- 
seph E. Stiglitz 1986.) 

6. Decentralization of Incentives 

I have argued that, in any but the 
smallest firms, no one person has all of 
the information relevant to the firm's ac- 
tivities. It follows that no one person can 
completely control all of those activities. 
This is so even in firms that are described 
as highly "centralized." From this funda- 
mental observation, it follows that indi- 
vidual members of the firm will have 
some freedom to choose their own ac-
tions. If in addition, there is some diver- 
gence among the members' goals or ob- 
jectives, then one can expect some 
inefficiencies to arise in the firm's opera- 
tions. The theoretical analysis of these 
inefficiencies, and the possible remedies 
by means of organizational design, are 
the subject of the present section. 

In this discussion, I shall concentrate 
on the members of the firm who do have 
some freedom of action, and I shall there- 
fore call them agents. If the behavior of 
the agents is "rational" in the sense typi- 
cally used by economists and decision 
theorists, then the appropriate formal 
model would appear to be the theory of 
games, especially games of incomplete 
information, as developed in the past two 
decades (John Harsanyi 1967-68; Roger 
Myerson 1985). Furthermore, the rela- 
tionships among members of a firm are 

typically long lived, calling for an analysis 
in terms of dynamic games. 

Two special paradigmatic models have 
arisen in the game-theoretic analysis of 
the firm. In the first, which I have else- 
where called a partnership, the agents 
act together to produce a joint outcome 
(e.g., output or profit). This outcome can 
be observed by the several agents, but 
they cannot directly observe each others' 
actions, nor do they completely share 
each others' information. In the most 
general-and r e a l i s t i ~ a s eof this theo- 
retical model, the outcome is also influ- 
enced by random variables that are only 
partially observed, if at all. The incom- 
pleteness of the information leads to what 
the statisticians call a "confounding" of 
the sources of variations of the outcomes, 
making it difficult to assign responsibility 
to the individual agents for the occur-
rence of unsatisfactory outcomes. It is 
this confounding that leads to organiza- 
tional inefficiency, if the goals of the 
agents are not identical. In particular, 
the agents can engage in what is colloqui- 
ally called "free riding. " 

The so-called "principal-agent" model 
provides a second paradigm, which may 
be relevant to hierarchical organization. 
In the simplest principal-agent model, 
there are two players. The first, the prin-
cipal, performs no immediately useful ac- 
tions himself, but monitors the activities 
of the other player, the agent, whose ac- 
tions, together with the (stochastic) envi- 
ronment, determine the outcome. In the 
standard model, this outcome is a num- 
ber, like money. The principal can ob- 
serve neither the agent's action nor the 
stochastic environment, but both players 
can observe the outcome. Thus we again 
have a situation in which the confounding 
of the sources of variation of the outcome 
makes it difficult to correctly assign to 
the agent responsibility for the occur-
rence of satisfactory outcomes. However, 
the phenomenon of free riding on others 
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is absent. The principal is restricted to 
rewarding the agent according to the out- 
come, and then retains the residual for 
himself. In a more elaborated version of 
the model, the agent and the principal 
may each have some information about 
the environment, but their information 
is not the same. In addition, the principal 
may have partial, but not complete, in- 
formation about the agent's action. 

Thus there may be two different 
sources of inefficiency in the principal- 
agent relationship. The first, called moral 
hazard, refers to the fact that the princi- 
pal cannot accurately monitor the agent's 
actions, and hence experiences a loss 
of control over the agent. The second 
source exists when the agent knows 
something the principal does not, leading 
to misrepresentation or adverse selec- 
tion. 

In fact, most organizations combine as- 
pects of both the partnership and princi- 
pal-agent models. A hierarchy of author- 
ity can be thought of as a cascade of 
principal-agent relationships, each 
supervisor acting as a principal in relation 
to his subordinates, and as an agent in 
relation to his own supervisor. On the 
other hand, in most cases the valued out- 
comes of organizational activity depend 
on the joint actions of several agents, as 
in the partnership model, so that the as- 
signment of individual responsibility for 
specific outcomes-as required by the 
principal-agent model-may not be justi- 
fied. Unfortunately, I am not aware of 
significant progress on more comprehen- 
sive theoretical models of the firm that 
combine these two submodels in a sys- 
tematic way. 

In a less formal way, economists have 
long recognized aspects of principal-
agent relationships in the firm. Adam 
Smith (1776, vol. 2) took a dim view of 
the relationship between the sharehold- 
ers and the board of directors and/or sen- 
ior management. After describing the 

difference between a joint stock company 
and a "private copartnery," he  goes on 
to offer this opinion of joint stock compa- 
nies: 

The trade of a joint stock company is always 
managed by a court of directors. This court, 
indeed, is frequently subject, in many respects, 
to the control of a general court of proprietors. 
But the greater part of those proprietors seldom 
pretend to understand anything of the business 
of the company, and when the spirit of faction 
happens not to prevail among them, give them- 
selves no trouble about it, but receive content- 
edly such half-yearly or yearly dividend as the 
directors think proper to make to them. The 
directors of such companies, however, being 
the managers of other people's money rather 
than of their own, it cannot well be expected 
that they should watch over it with the same 
anxious vigilance with which the partners in a 
private copartnery frequently watch over their 
own. Like the stewards of a rich man, they 
are apt to consider attention to small matters 
as not for their master's honor, and very easily 
give themselves a dispensation from having it. 
Negligence and profusion, therefore, must al- 
ways prevail, more or less, in the management 
of the affairs of such a company. It is upon this 
account that joint stock companies for foreign 
trade have seldom been able to maintain com- 
petition against private adventurers. (pp. 264-
65) 

Smith certainly understood the incentive 
problems inherent in the principal-agent 
relationship. On the other hand, it ap- 
pears that this judgment of joint stock 
companies was too pessimistic. What 
would he have thought of the "Fortune 
500?" 

Frank Knight (1921) called attention 
to the principal-agent relationship be- 
tween the entrepreneur and his workers. 
Here he focused on the allocation of 
risk between the entrepreneur and the 
worker. He  argued that important char- 
acteristics of social organization can be 
traced to 

the system under which the confident and the 
venturesome assume the risk or insure the 
doubtful and timid by guaranteeing to the latter 
a specified income in return for an assignment 
of the actual results . . . With human nature 
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as we know it, it would be impractical or very 
unusual for one man to guarantee to another a 
definite result of the latter's actions without be- 
ing given the power to direct his work. And 
on the other hand the second party would not 
place himself under the direction of the first 
without such a guarantee. . . . The result of 
this manifold specialization of function is the 
enterprise and wage system ofindustry. Its exis- 
tence in the world is the direct result of the 
fact of uncertainty. (pp. 269-70) 

The allocation of risk in the presence of 
moral hazard is, in fact, one of the domi- 
nant themes of the contemporary princi- 
pal-agent literature. The term "moral 
hazard" itself arose in the insurance in- 
dustry, and the first formal economic 
analysis of moral hazard was probably 
given by Kenneth J. Arrow (1963) in his 
paper, "Uncertainty and the Welfare 
Economics of Medical Care." 

The standard principal-agent model 
typically assumes that the principal is 
neutral towards risk and the agent is 
averse to risk. In such a context it is easy 
to see the conflict between insurance and 
incentives. Since the outcome of the 
agent's action is also influenced by ran- 
dom factors beyond his control, and he 
is averse to risk, he would like to be  in- 
sured against this uncertainty. Since the 
principal is risk-neutral, an optimal allo- 
cation of risk requires that the principal 
bear all of it, i.e., that the agent's com- 
pensation be independent of the out-
come. In this case, the agent would get 
a fixed compensation (wage), and the 
principal would get the outcome minus 
this fixed payment. However, with a pay- 
ment independent of the outcome, the 
agent would have no incentive to try to 
make the outcome higher than lower. 
For example, if the outcome depends on 
the agent's "effort," and the agent is lazy, 
then the agent will not be likely to put 
in an optimal amount of effort; to induce 
the agent to put in the optimal effort, 
his compensation would have to depend 
on the outcome. Thus there can be no 

scheme for sharing the output between 
the principal and the agent that simulta- 
neously induces the optimal effort and 
fully insures the agent against risk. 

Although this argument may sound 
plausible, I have not defined what I mean 
by "optimal," nor have I been precise 
about my theory of the behavior of the 
principal and agent in this situation. Be- 
cause some readers may not be familiar 
with game theory, I shall take a little space 
to be more precise. I shall describe the 
principal-agent situation as a two-move 
game. The principal moves first, an-
nouncing a compensation function, 
namely, a schedule that determines the 
agent's compensation for each possible 
outcome. The agent moves second, 
choosing his action. The outcome is then 
determined as a function of the agent's 
action and some unobserved random 
variable. (Put another way, the probability 
distribution of the outcome depends on 
the agent's action.) The outcome is then 
observed by both players, and the agent 
is compensated by the principal accord- 
ing to the previously announced compen- 
sation function. The resulting utility to 
the principal is the difference between 
the actual outcome and the compensation 
that he pays the agent. This expresses 
the assumption that the principal is neu- 
tral towards risk. The resulting utility to 
the agent depends both on the action he  
has chosen and on the compensation that 
he receives, in a way that represents his 
aversion to risk. Each player is interested 
in maximizing his own expected utility. 
In this game, the principal's strategy is 
the same as his move, namely the an- 
nounced compensation function, but the 
agent's strategy is a decision-rule that de- 
termines his action corresponding to 
each alternative compensation function 
that the principal could announce. 

An equilibrium is a pair of strategies, 
one for the principal and one for the 
agent, such that: 
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1. Given the announced compensation 
function, the agent chooses an ac- 
tion that maximizes his own ex-
pected utility. 

2. 	Given the optimizing behavior of 
the agent, the principal chooses a 
compensation function that maxi-
mizes his own expected utility. 

In the formulation of a principal-agent 
model one typically adds one or both of 
the following constraints on the compen- 
sation function that the principal may an- 
nounce. First, the compensation function 
must enable the agent to attain (ex ante) 
an "acceptable" expected utility. This 
constraint can be interpreted as requir- 
ing that the principal must offer the agent 
an expected utility at least as large as 
what the agent could obtain in other em- 
ployment. Second, the agent's compen- 
sation is bounded below by some exoge- 
nously given bound. This second 
constraint recognizes that the agent's 
wealth is finite, and so the agent cannot 
be compelled to pay the principal arbi- 
trarily large amounts of money (negative 
compensations). 

A pair of strategies is defined to be 
Pareto optimal or eficient if no other 
strategy-pair yields one of the players 
more expected utility and yields the 
other no less. A basic proposition of prin- 
cipal-agent theory is that, with the above 
assumptions and some additional "rea- 
sonable" conditions, an equilibrium is 
not eficient. Here is a sketch of the argu- 
ment. First, I shall argue that, since the 
principal is neutral towards risk, and the 
agent is averse to risk, in an efficient 
strategy pair the agent's compensation 
must be independent of the outcome. 
Suppose, to the contrary, that different 
outcomes led to different compensations, 
and let w be the expected compensation. 
Since the agent is averse to risk, he 
would be better off if he used the same 
action but received a fixed compensation 

equal to w .  The principal, on the other 
hand, would be no worse off in this new 
situation, since he is neutral towards risk. 
(Indeed, if one wanted to make both 
players strictly better off, the principal 
could pay the agent a fixed compensation 
slightly less than w . )  

On the other hand, a strategy-pair in 
which the agent's compensation does not 
depend on the outcome typically cannot 
be an equilibrium, unless by coincidence 
the action that the agent most prefers is 
also part of an efficient strategy-pair. For 
example, if increasing the probability of 
higher outcomes requires more "effort" 
by the agent, and the agent prefers less 
effort to more, then if the compensation 
is independent of the outcome the agent 
will have no incentive to exert any effort 
at all! The incentive requirements for 
equilibrium, therefore, will typically be 
incompatible with the conditions for efi- 
ciency. 

An exception to the basic proposition 
occurs if the agent is neutral towards risk 
and is sufficiently wealthy. (The principal 
may be risk-neutral or risk-averse.) In 
this case, an efficient equilibrium is ob- 
tained if the principal sells the agent a 
"franchise" to the enterprise, that is, the 
agent pays the principal a fixed fee, and 
then keeps the entire o ~ t c o m e . ~  

Are there any remedies for the ineffici- 
ency of equilibrium in the principal-
agent relationship? One possible remedy 
is for the principal to expend resources 
to monitor the agent's action (and, more 
generally, his information and environ- 
ment). Whether this will improve net ef-
ficiency will depend, of course, on the 
cost of monitoring. The prevalence of de 
facto decentralization suggests that accu- 
rate and complete monitoring of agents' 
actions and information in all but the 

Up to this point I have been discussing what is 
called the "static" or "one-period" model. For a thor- 
ough treatment of this model with moral hazard, see 
Sanford S. Grossman and Oliver D. Hart (1983). 
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smallest firms is too costly to be efficient, 
or even practicable. 

Another remedy for the inefficiency of 
equilibrium may be available if the prin- 
cipal-agent relationship is a long-term 
one. The long-term relationship is usu- 
ally modeled by game theorists as a situa- 
tion in which the one-period situation is 
repeated over and over againe8 These 
repetitions give the principal an opportu- 
nity to observe the results of the agent's 
actions over a number of periods, and 
to use some statistical test to infer 
whether or not the agent was choosing 
the appropriate action. The repetitions 
also provide the principal with opportu- 
nities to "punish" the agent for apparent 
departures from the appropriate action. 
Finally, the fact that the agent's compen- 
sation in any one period can be made 
to depend on the outcomes in a number 
of previous periods (for example, on the 
average outcome over a number of peri- 
ods) provides the principal with an indi- 
rect means of insuring the agent, at least 
partially, against random fluctuations in 
the outcomes that are not due to fluctua- 
tions in the agent's actions. Thus, the 
repetitions provide an opportunity to re- 
duce the agent's risk without reducing 
his incentive to perform well. 

Although this remedy is in some sense 
available, game theory does not unequi- 
vocally predict that the players will adopt 
it. I want to explain this statement more 
carefully, because it is related to a basic 
problem that game theory has in dealing 
with long-term relationships. In the re- 
peated game, each player's strategy is a 
complex object. Thus the principal's 
strategy is a sequence of decision rules 
that he uses to determine the agent's 
compensation in any one period as a func- 
tion of all of the previous outcomes. Like- 

'For a rigorous treatment of repeated principal- 
agent games see Radner (1985, 1986b), and the refer- 
ences cited there. 

wise, the agent's strategy is a sequence 
of decision rules that determines his ac- 
tion in each period as a function of his 
past observations of the process (out-
comes and compensations). In principle, 
the players' strategy spaces are very large 
and include very complex strategies. 

It may come as no surprise, then, that 
a repeated principal-agent game typically 
has infinitely many equilibria. One of 
these equilibria consists of the simple 
repetition of the (inefficient) one-period 
equilibrium. Others may be more effi-
cient. Indeed, one can show that, under 
reasonable conditions, the less the play- 
ers discount future utility, the closer the 
most efficient equilibria will be to full 
eficiency; in the limit, when they do not 
discount the future at all, there will be 
fully efficient equilibria. On the other 
hand, game theory itself gives no reason 
why the players would end up in one 
equilibrium rather than another. 

Unfortunately, I have no space to dis- 
cuss the game-theoretic treatments of 
~artnerships, except to say that the re- 
sults are qualitatively similar (although 
there are some interesting differences): 
(1)equilibria of the one-period game are 
typically inefficient, (2) there are many 
equilibria of the repeated game, some 
of them more efficient than the one-
period equilibrium (or equilibria), and (3) 
with lower discount rates, more efficient 
equilibria become available. I should 
point out that, in addition to moral haz- 
ard, another potential source of ineffi- 
ciency in a partnership is the phenome- 
non of free riding (Radner 1991). 

I have thus far said little about misre- 
presentation, except to mention it as an- 
other source of inefficiency. Unfortu-
nately, I shall have no space to discuss 
this important topic, either. (For an ele- 
mentary exposition, see Radner 1987; for 
recent references, see Nahum D. Melu-
mad and Reichelstein 1989.) 

It is time to ask: What has game theory 
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contributed to our understanding of the 
economics of managing, and especially 
the decentralization of incentives? On 
the positive side, it has illuminated in a 
rigorous way the sources of the inefficien- 
cies that we can expect to arise with the 
decentralization of incentives. I t  also sug- 
gests how long-term relationships can be 
exploited to improve efficiency, espe-
cially if the agents in the firm do not 
discount the future too heavily. Although 
these results have been derived in very 
special models, similar results appear in 
other branches of game theory, and so 
we could reasonably expect that they are 
fairly robust. 

If we look at the matter in more detail, 
however, the theoretical analysis remains 
somewhat disappointing. Principal-
agent-like relationships certainly obtain 
between the shareholders and the board 
of directors, between the board and the 
management, and between management 
and the workers. But each of these 
groups is not a single player, and the 
strategic interactions are potentially 
much richer and more complex than a 
two person principal agent model can 
represent. 

Moreover, if we look at individuals in 
the firm, especially in the managing sec- 
tor, it is rare that we find a person whose 
output can be realistically measured in 
money or any other one-dimensional 
variable. Indeed, it is well known that 
within the firm it is usually difficult to 
attribute a definite output to any single 
member. On an informal level, we can 
certainly expect to find the pernicious 
effects of moral hazard, misrepresenta- 
tion, and free riding in these more com- 
plex situations, but we look to game the- 
ory to take us beyond the level of 
informal and intuitive understanding. 

I have already alluded to the infinite 
multiplicity of equilibria that one typi- 
cally finds in repeated-game models of 
long-term relationships; one says in these 

cases that equilibrium is indeterminate. 
This means that game theory does not 
provide sharp predictions of behavior in 
these situations. One can imagine elabo- 
rating the game theory models to de- 
scribe processes of learning, adaptation, 
and evolution, and the corresponding in- 
fluences of "history," but research of this 
kind is still in its infancy (David Canning 
1989, and Drew Fudenberg and David 
Kreps 1989). 

Finally, we lack a comprehensive 
model in which we can explore the rela- 
tive efficiency of different organizational 
structures. For example, it is not yet pos- 
sible to compare the efficiency of partner- 
ships and principal-agent relationships 
because the two models make completely 
different assumptions about the possibil- 
ity of imputing outcomes to individuals. 

Although, as an economist, I am disap- 
pointed in the contribution that game 
theory has made thus far to the econom- 
ics of managing, as a practicing game the- 
orist I am not discouraged by the chal- 
lenge of what remains to be done. But 
for the time being, game theory has not 
provided us with an "economic" explana- 
tion of the conditions under which we 
could expect the hierarchical organiza- 
tion of authority and incentives to occur. 

7 .  Loose Ends 

In this section I will take up some top- 
ics that do not yet fit neatly into any eco- 
nomic theory of managing, but probably 
ought to be taken seriously as we go 
about developing that theory. The first 
of these is "coordination," a term so com- 
mon in writings about organization that 
you might well wonder why I have 
waited so long to mention it. According 
to the Shorter Oxford English Diction- 
ary, (p. 1855) one definition of coordina- 
tion is: 

Harmonious combination of agents or functions 
towards the production of a result; said espe- 
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cially in Physiology of the combined action of 
a number of muscles in the production of cer- 
tain complex movements. 

I suppose "harmonious" in our context 
would mean "good," or even "optimal," 
so that coordination would mean "making 
several decisions that are jointly opti-
mal." 

If that were all there were to it-which 
may well be the case for many authors- 
then I need not have mentioned the word 
"coordination" at all. But let me propose 
two more special, and related, meanings. 
In a team. where we have a well-defined 
notion of optimality, there may be sev- 
eral different optimal combinations of de- 
cisions. In particular, different assign-
ments of persons to jobs may be equally 
good. For example, in repairing a leaky 
dike, it will be important to get the right 
number of sandbags in the right places, 
but it may not matter just who fills bags 
with sand and who carries which bags. 
As volunteers arrive at the dike to offer 
their services, there will be a coordinator 
who assigns them to their respective 
tasks and locations. A second-and re-
lated-interpretation would be applica- 
ble to a (noncooperative) game in which 
there are several equilibria. A coordina- 
tor might play the role of persuading the 
players to focus on a better equilibrium 
rather than on a worse one. However, 
here the situation is more complicated. 
If there are several essentially different 
Pareto optimal equilibria, then there will 
be a conflict of interest among the players 
concerning which equilibrium should be 
implemented (this is, of course, what I 
mean by "essentially different"). The job 
of a coordinator now must include, not 
only the identification of Pareto optimal 
equilibria, but also the resolution of the 
conflict inherent in the choice among 
them. 

I have written as if coordination re-
quires a single person to do it, but that 
is not generally so. Indeed, under the 

rubric "mechanism design," game theo- 
rists have studied how to design meta- 
games, or how to redesign the original 
game, so that the equilibria will be Par- 
eto optimal. An example is the Groves- 
Vickery-Clarke mechanism, which has in 
particular been applied to the problem 
of allocating resources to the production 
of overhead-type activities within the 
firm.g 

Mintzberg (1989, p. 101) lists three 
ways in which work is coordinated in or- 
ganizations, the third constituting in it- 
self four different methods: 

Mutual adjustment. 
Direct supervision and authority. 
Standardization 

of work processes, 
of outputs, 
of skills and knowledge, 
of norms. 

Only the second, direct supervision, 
would seem to imply hierarchy. The first, 
mutual adjustment, suggests an equilib- 
rium of a game. The standardization of 
work, outputs, and skills, suggests deci- 
sion rules (or strategies or behavior) that 
are generally expected and accepted, 
which again has an equilibrium flavor. 

In the standardization of norms, we 
seem to be leaving the confines of eco- 
nomic theory and game theory, in which 
the tastes and beliefs of the agents are 
taken as given. In their popular book, 
In Search of Excellence, Thomas J .  Pe-
ters and Robert H. Waterman (1982) 
stress the importance of values and "cor- 
porate culture." One of the most impor- 
tant tasks of leadership (another popular 
organization term I have neglected) is 
said to be the formation and maintenance 

See (Theodore Groves and Martin Loeb 1979). 
For recent contributions to the study of "incentive- 
compatible" mechanisms, see (Groves, Radner, and 
Reiter 1987, especially ch. 2). For an elementary 
exposition in the context of the firm, see (Radner 
1986a). 
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of values in the firm. At the beginning 
of Chapter 9 they write: 

Let us suppose that we were asked for the one 
all-purpose bit of advice for management, one 
truth that we were able to distill from the excel- 
lent-companies research. We might be tempted 
to reply, "Figure out your value system." De- 
cide what your company standsfor. What does 
your enterprise do that gives everyone the most 
pride? Put yourself out ten or twenty years in 
tlie future: what would you look back on with 
greatest satisfaction? (p. 279) 

Far from assuming that employees come 
to the firm with given goals, Peters and 
Waterman devote their whole Chapter 
3 to the heading, "Man Waiting for Moti- 
vation;" the "leader" (boss, management) 
is going to play a crucial role in supplying 
that motivation. (Lest the reader think 
that this is just an isolated example of 
"pop management wisdom," I want to 
assure you that this theme appears in 
many management texts and monographs 
on the sociology of organizations.) How- 
ever, to pursue this topic in any depth 
would require a serious look at what has 
been written about the psychology-and 
social psychology--of human motivation, 
and I have neither the space nor the ex- 
pertise to do that here. 

8. Conclusion 

In summary, I hope that I have per- 
suaded the reader that managing has be- 
come a significant activity in the econo- 
mies of industrial nations. Not only is 
the activity significant, but large num-
bers of persons are specialists in manag- 
ing or in activities that support managing. 

The large size of many modern firms, 
and the limited capacities of individuals 
for observation, communication, infor-
mation processing, and decision making 
are factors that have contributed to this 
phenomenon. These limitations lead to 
the decentralization of information pro- 
cessing, and of information, and hence 

to the de facto decentralization of power 
and incentives. This is so even in firms 
that are said to be highly "centralized." 

I have sketched some of the contribu- 
tions of recent research in economic the- 
ory to our understanding of the econom- 
ics of managing, by which I mean the 
consideration of the resources that go 
into the activities of managing-espe-
cially the human resources-and the 
ways in which different organizations of 
managing do a better or worse job of 
economizing those resources and pro-
duce better or worse results. 

I described a model of decentralized 
information processing that incorporates 
in a limited way some bounds on individ- 
ual processing capacities. Using this 
model, I could assess the relative effi- 
ciencies of different network structures, 
including hierarchical ones. Also, within 
this model, decentralized information 
processing exhibits decreasing returns to 
scale. 

I also described Herbert Simon's sug- 
gestive discussion of the hierarchical or- 
ganization of work, and I sketched some 
implications of such an organization for 
the efficient decentralization of informa- 
tion. Here further research is needed to 
integrate the analyses of the decentraliza- 
tion of information processing and the 
decentralization of information. 

The theoretical analyses of principal- 
agent and partnership models, especially 
in their dynamic versions, have given us 
some rigorous insights into the loss of 
control and efficiency due to the decen- 
tralization of incentives, but I had to ad- 
mit to disappointment in the progress 
that has been made thus far. In particu- 
lar, game-theoretic treatments typically 
leave us with a serious multiplicity of 
equilibria, and hence with indeterminate 
predictions of behavior. Also, there seem 
to be no substantial analyses of compre- 
hensive models in which we can ex-
plore--from the incentive point of 
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view-the relative efficiency of different 
structures of managing. 

With regard to hierarchy itself, what 
have we learned from economic theory? 
The most positive and definite result was 
the one about the efficiency of hierar- 
chies for information processing (Section 
4). But this is precisely the area in which 
we know, empirically, from the study of 
"informal organization," that firms are 
not predominantly hierarchical. At least, 
if there are hierarchies embedded in the 
patterns of information processing, there 
are many overlapping ones; i n  fact, this 
is predicted b y  the theory of the decen- 
tralization of information (Section 5). 

On the other hand, in the area of in- 
centives where hierarchies of authority 
and supervision seem most evident in re- 
ality, economic theorists-and their col- 
leagues, the game theorists-have not 
provided an incisive comparative analysis 
of both hierarchical and nonhierarchical 
forms of organization. 

Now the absence of a comparative 
analysis is not the same as a negative 
analysis that shows that there is no eco- 
nomic justification for hierarchies of au- 
thority. However, it does tempt one to 
speculate about noneconomic-or partly 
noneconomic-explanations of such hie- 
rarchies. 

One possible explanation is both eco- 
nomic and historical. Small owner-man- 
aged firms were authoritarian because 
the owners wanted to maintain control 
over their assets. As the firm grew, the 
authoritarian pattern was repeated at 
successive levels as managers were 
added who were not themselves owners, 
perhaps just in imitation of the pattern 
that was already there. However, if non- 
hierarchical management were in fact 
more efficient than hierarchical manage- 
ment, then why weren't such structures 
eventually adopted within the manage- 
ment sector, while maintaining the au- 
thority of the owners as a group over the 
management as a group? 

In fact, there has been growing criti- 
cism of purely hierarchical structures of 
authority in firms, not only from the left, 
but also mainstream analysts, consul-
tants, and managers themselves. One 
example is the "matrix management" 
movement, in which a single hierarchy 
of authority is replaced by two or more 
overlapping-and sometimes conflict-
ing-hierarchies (Stanley M . Davis and 
Paul R. Lawrence 1977). A second exam- 
ple is the recent spurt of interest in "flat 
organizations," which-although for-
mally hierarchical-have very few levels, 
and give each supervisor so many subor- 
dinates that effective authoritarian con- 
trol becomes impossible (Peter Drucker 
1988; Allan Cox 1989). A third line of 
thought asserts that activities in large 
modern firms have become so interde- 
pendent-whatever that means pre-
cisely-that de  facto hierarchies of power 
no longer exist, and that power is exer- 
cised by mutual adjustment, persuasion, 
exhortation, and leadership, rather than 
by virtue of office alone. For an exciting 
discussion of organization structures that 
are neither hierarchies nor neoclassical 
markets-and the challenge to economic 
theory that they represent-I recom-
mend two recent papers by Michael 
Piore (1989a, 1989b) on research that he 
has been doing for the International La- 
bor Organization. 

Going farther afield, one might find 
the roots of authoritarian hierarchies in 
human personality itself, as described by 
Theodor Adorno e t  a1 (1950) in The Au-
thoritarian Personality, and by Erich 
Fromm (1941) in Escape from Freedom. 
After all, we grow up in authoritarian 
families, and many aspects of our society 
recreate and perpetuate these hierar-
chical structures. From this point of 
view, it should not be surprising that 
most employees feel most comfortable in 
hierarchical firms. 

All of this takes me far from my own 
field of expertise, and also far from the 
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comfortable haunts of mainstream eco-
nomic analysis and game theory. But 
rather than withdraw to safer ground, I 
am going to leave us in these dangerous 
precincts, in the hope that some of the 
more daring-and probably younger-
theorists will be tempted to venture out 
from the citadel of general market equi- 
librium, and try to build some solid struc- 
tures here, too. 
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