How Can Decision Making Be Improved? 1

Running Head: HOW CAN DECISION MAKING BE IMPROVED?

How Can Decision Making Be Improved?
Katherine L. Milkman
Harvard University
Baker Library 444C, Soldiers Field Road, Boston, MA 02163

kmilkman@fas.harvard.edph. 617-496-0210, fx. 617-496-4191

Dolly Chugh
New York University
Leonard N. Stern School of Business, Kaufman Manage@emier, 44 West 4th Street,

Room 7-55, New York, NY 10012

dchugh@stern.nyu.edph. 212-998-0250, fx. 866-512-8002

Max H. Bazerman
Harvard University
Baker Library 453, Soldiers Field Road, Boston, MA 02163

mbazerman@hbs.edph. 617-495-6429, fx. 617-496-4191




How Can Decision Making Be Improved?

Abstract

The optimal moment to address the question of how toawephuman
decision making has arrived. Thanks to fifty yearseséarch by judgment
and decision making scholars, psychologists have develogethi#ed picture
of the ways in which human judgment is bounded. This pageres that the
time has come to focus attention on the search fategfies that will improve
bounded judgment because decision making errors are codtiragrowing
more costly, decision makers are receptive, and acadesights are sure to
follow from research on improvement. In addition tirg for research on
improvement strategies, this paper organizes the exidémgtlire pertaining
to improvement strategies, highlighting promising directimnduture

research.
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How Can Decision Making Be Improved?

Daniel Kahneman, Amos Tversky, and others have ddrthe specific ways in
which decision makers are likely to be biased. As dtrega can now describe how
people make decisions with astonishing detail and reliab#ityrthermore, thanks to the
normative models of economic theory, we have a elsan of how much better
decision making could be. If we all behaved optimalhsts and benefits would always
be accurately weighed, impatience would not exist, rvagit information would ever
be overlooked, and moral behavior would always be aligngdmoral attitudes.
Unfortunately, we have little understanding of how t@hedople overcome their many
biases and behave optimally.

The Big Question

We propose that the time has come to move the studipeds in judgment and
decision making beyond description and toward the develdapohénprovement
strategies. While a few important insights about hownprove decision making have
already been identified, we argue that many otherst aliggiovery. We hope judgment
and decision-making scholars will focus their attentiarthe search for improvement
strategies in the coming years, seeking to answer thé@uetow can we improve
decision making?

Why the Question Is Important
Errors Are Costly

We believe the importance of this question is somewsdliievident: decisions
shape important outcomes for individuals, families, bissieg, governments, and
societies, and if we knew more about how to improvedlautcomes, individuals,

families, businesses, governments, and societies woulditbefter all, errors induced
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by biases in judgment lead decision makers to undersavetif@ment, engage in
needless conflict, marry the wrong partners, accepwtbag jobs, and wrongly invade
countries. Given the massive costs that can result $uboptimal decision making, it is
critical for our field to focus increased effort on imypiray our knowledge about
strategies that can lead to better decisions.
Errors Will Get Even Costlier

The costs of suboptimal decision making have grown, svexe the first wave of
research on decision biases began fifty years aganoks economies have shifted from
a dependence on agriculture to a dependence on industry piwtance of optimal
decision making has increased. In a knowledge-based econ@npyopose that a
knowledge worker’s primary deliverable is a good decisioradifition, more and more
people are being tasked with making decisions that are ti&ddg biased — because of
the presence of too much information, time pressure ltsineous choice, or some other
constraints. Finally, as the economy becomes isargly global, each biased decision is
likely to have implications for a broader swath ofistc

Decision Makers Are Receptive

Because decision making research is relevant to busiogdspphysicians,
politicians, lawyers, private citizens, and many otheugs for whom failures to make
optimal choices can be extremely costly, limitationsovered by researchers in our field
are widely publicized and highlighted to students in manyriffeprofessional and
undergraduate degree programs. Those who are exposedés@anch are eager to
learn the practical implications of the knowledge weehascumulated about biased

decision making so they can improve their own outcotdesvever, our field primarily
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offers description about the biases that afflict denismakers without insights into how
errors can be eliminated or at least reduced.
Academic Insights Await

Bolstering our efforts to uncover techniques for improvingjgden making is
likely to deliver additional benefits to researchersrested in the mental processes that
underlie biased judgment. Through rigorous testing of what doé what does not
improve decision making, researchers are sure to devdleftex understanding of the
mechanisms underlying decision making errors. This will deepe already rich
descriptive understanding of decision making.

What Needs to be Done to Answer the Question

Assuming we accept the importance of uncovering stratégifend off decision-
making errors, the next question is where to begin? d@iceas this question, we first
briefly discuss how we define an optimal decisione ¥ven organize the scattered
knowledge that judgment and decision-making scholars havesathaver the last
several decades about how to reduce biased decision m&imgnalysis of the
existing literature on improvement strategies is desigmdughlight the most promising
avenues for future research on cures for biased decis&img.

Optimal Decision Making

As mentioned at the outset of this paper, we beliex@dhhmative models
provided by economic theory provide a reasonable benchmaolptional decision
making. According to these models, among other things, prefes should be transitive
and insensitive to minor changes in context. In additewealed preferences should be

consistent with stated preferences, and mathematrocasen judgment should not
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systematically arise (unless the computational power nejto avoid such errors is
excessive). We also add the stipulation that uponudanefol reflection, a decision
maker should remain satisfied after making a choicettieadlecision he or she made was
the right one. Finally, we propose that an optidedision is one that a decision maker
would regard as the right choice regardless of whetiewss evaluating her own
decision or someone else’s.
Debiasing Intuition: Early Failures
Before discussing successful strategies for improving ideamsaking, it is
important to note how difficult finding solutions has protede, despite significant
efforts. In 1982, Fischhoff reviewed the results of fdtategies that had been proposed
as solutions for biased decision making: (1) offering warnatgait the possibility of
bias; (2) describing the direction of a bias; (3) providipse of feedback; and (4)
offering an extended program of training with feedbackclkimg, and other
interventions designed to improve judgment. According $clioff’s findings, which
have withstood 25 years of scrutiny, the first threatsgies yielded minimal success,
and even intensive, personalized feedback produced only nedapmovements in
decision making (Bazerman and Moore, 2008). This news wamnouraging for
psychologists and economists who hoped their reseagdtit mprove people’s
judgment and decision-making abilities.
System 1 and System 2
We believe that Stanovich and West’s (2000) distindietwween System 1 and
System 2 cognitive functioning provides a useful frameworlkifganizing both what

scholars have learned to date about effective stratiegi@aproving decision making
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and future efforts to uncover improvement strategiestefy 1 refers to our intuitive
system, which is typically fast, automatic, effosdeimplicit, and emotional. System 2
refers to reasoning that is slower, conscious, etfbreplicit, and logical.

People often lack important information regarding a datidail to notice
available information, face time and cost constraems, maintain a relatively small
amount of information in their usable memory. The buyse®ple are, the more they
have on their minds, and the more time constraietg dice, the more likely they will be
to rely on System 1 thinking. This is not always a rkistaln many situations, System 1
thinking leads to superior decision-making by improving edfficy without sacrificing
quality (for example, see Slovic’s study of expert stookérs, 1969; for a discussion of
automatic decision-making and its sometimes positivetsgsade Bargh and Ferguson,
2000 or Dijksterhuis and Nordgren, 2006). There is also ewedidrat when making
emotional choices (such as the choice of a spousea# pf art), System 2 thinking can
lead people to make decisions they later regret (WilsdrSzhooler, 1991; Wilson, Lisle
Schooler, Hodges, Klaaren, and LaFleur, 1993; Wilson anfi, Ki293). In addition, in
some complex decision making tasks, such as the tasioo$ing an apartment based on
detailed data, unconscious thought has been shown toirelsetter choices than
conscious thought (Dijksterhaus, 2004). However, in theyraduations where we
know that decision biases are likely to plague us (e.g., eW@lnating diverse job
candidates, estimating our percent contribution to a goonjpct, choosing between
spending and saving, etc.), relying exclusively on System Lliniging likely to lead us to
make costly errors.

An Important Question: Can We Move from System 1 to System 2 When Appropriate?



How Can Decision Making Be Improved?

We believe a number of promising strategies have bessvared for
overcoming specific decision biases in situations wher&mwow people are susceptible
to them by shifting decision makers from System 1 thinkin8ystem 2 thinkind. One
successful strategy for moving toward System 2 thinkingse&ln replacing intuition
with formal analytic processes. For example, whea daists on past inputs to and
outcomes from a particular decision-making process, idaaisakers can construct a
linear model, or a formula that weights and sumséelevant predictor variables to reach
a quantitative forecast about the outcome. Researbhee found that linear models
produce predictions that are superior to those of expadssaan impressive array of
domains (Dawes, 1971). The value of linear models in hiringjsmibns, and selection
decisions is highlighted by research that Moore, Swifgrék, and Gino (2007)
conducted on the interpretation of grades, which showgthduate school admissions
officers are unable to account for the leniency of gigqdit an applicant’s undergraduate
institution when choosing between candidates frommiffeschools. The authors argue
that it would be easy to set up a linear model to avogdetrror (for example, by
including in its calculation only an applicant’s standaedi&sPA, adjusted by her
school's average GPA). In general, we believe tiause of linear models can help
decision makers avoid the pitfalls of many judgment bjagsshis method has only
been tested in a small subset of the potentially ratedamains.

Another System 2 strategy involves taking an outsigerspective: trying to
remove oneself mentally from a specific situationococonsider the class of decisions to

which the current problem belongs (Kahnmean and Lovallo, 19B44ing an outsider’s

! It should be noted that many strategies designed to reéuaiston biases by encouraging System 2
thinking have proven unsuccessful. For example, peeoce based pay, repetition, and high stakes
incentives have been shown to have little if afigatfon a wide array of biases in judgment.
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perspective has been shown to reduce decision makersooiidence about their
knowledge (Gigerenzer, Hoffrage, & Kleinbd6lting, 1991), tineetit would take them to
complete a task (Kahneman & Lovallo, 1993), and their odésitnépreneurial success
(Cooper, Woo, and Dunkelberg, 1988). Decision makers may abold#o improve
their judgments by asking a genuine outsider for his or legr kegarding a decision.

Other research on the power of shifting people towastie®y 2 thinking has
shown that simply encouraging people to “consider figosite” of whatever decision
they are about to make reduces errors in judgment due t@bkpadicularly robust
decision biases: overconfidence, the hindsight biasa@acigoring (Larrick, 2004,
Mussweiler, Strack, & Pfeiffer, 2000). Partial debiasingmobrs in judgment typically
classified as the result of “biases and heuristic® [83eersky and Kahneman, 1974) has
also been achieved by having groups rather than individuals meis@ds, training
individuals in statistical reasoning, and making people acablefor their decisions
(Larrick, 2004; Lerner & Tetlock, 1999).

One promising debiasing strategy is to undermine the cognitighansm that is
hypothesized to be the source of bias with a targetedbaadyton System 2 processes
(Slovic and Fischhoff, 1977). In a study designed to reduceiiridsas (the tendency
to exaggerate the extent to which one could have angeci@aparticular outcome in
foresight), Slovic and Fischhoff developed a hypothesisiaine mechanism producing
the bias. They believed that hindsight bias resultad 8objects’ failure to use their
available knowledge and powers of inference. Armed withibsight, Slovic and
Fischhoff hypothesized and found that subjects were mostangsto the bias if they

were provided with evidence contrary to the actual outcofims result suggests that the
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most fruitful directions for researchers seeking tuoe heuristics and biases may be
those predicated upon “some understanding of and hypotHesaspeople’s cognitive
processes” (Fischhoff, 1982) and how they might lead toendias. Along these lines,
another group of researchers hypothesized that overofaienedit results from focusing
only on estimates of one’s own contributions and igmptitose of others in a group.
They found that requiring people to estimate not only th&n contributions but also
those of others reduces overclaiming (Savitsky, Van Bagpley, and Wight, 2005).

Another promising stream of research that examinesSystem 2 thinking can
be leveraged to reduce System 1 errors has shown dlageal reasoning can be used
to reduce bounds on people’s awareness (see Bazermanuagid ZDO5 for more on
bounded awareness). Building on the work of Thompsontn@erand Loewenstein
(2000), both Idson, Chugh, Bereby-Meyer, Moran, GrosskopfBazdrman (2004) and
Moran, Ritov, and Bazerman (2008) found that individuals whce encouraged to see
and understand the common principle underlying a set ofisgl/ unrelated tasks
subsequently demonstrated an improved ability to discaketians in a different task
that relied on the same underlying principle. This woroissistent with Thompson et
al.’s (2000) observation that surface details of learningppities often distract us
from seeing important underlying, generalizable principlesaldgical reasoning
appears to offer hope for overcoming this barrier to @ecisnprovement.

Work on joint-versus-separate decision making also sugiestgeople can
move from suboptimal System 1 thinking toward improvedeé@ys2 thinking when they
consider and choose between multiple options simudtasig rather than accepting or

rejecting options separately. For example, Bazerénite and Loewenstein (1995)

10
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find evidence that people display more bounded self-inté¥ells, Sunstein, and Thaler,
1998) — focusing on their outcomesative to those of others rather than optimizing their
own outcomes — when assessing one option at a timewtan considering multiple
options side by side. Bazerman, Loewenstein and Wi8@2) have also demonstrated
that people exhibit less willpower when they weigh césiseparately rather than jointly.
The research discussed above suggests that any chamgdgcisian’s context that
promotes cool-headed System 2 thinking has the potentiadltcge&eommon biases
resulting from hotheadedness, such as impulsivity andera about relative outcomes.
Research on joint-versus-separate decision making higélige fact that our first
impulses tend to be more emotional than logical (M@ama: Loewenstein, 2004). Some
additional suggestive results in this domain include thenfgwdthat willpower is
weakened when people are placed under extreme cognitiv€Sbadand Fedorkihn,
1999) and when they are inexperienced in a choice domaliknil¥h, Rogers and
Bazerman, 2008). Other research has shown that peak less impulsive, sub-
optimal decisions in many domains when they make chictser in advance of their
consequences (see Milkman, Rogers and Bazerman, in) foreaseview). A question
we pose in light of this research is when and howfabyeselected contextual changes
promoting increased cognition can be leveraged to reduceféiotsadf decision making
biases?
Another Important Question: Can We Leverage System 1 to Improve Decision Making?
Albert Einstein once said, “We can't solve problems laygughe same kind of
thinking we used when we created them.” However, it $sipde that the unconscious

mental system can, in fact, do just that. In regeats, a new general strategy for
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improving biased decision making has been proposed thatdeseoar automatic
cognitive processes and turns them to our advantage (BussteThaler, 2003). Rather
than trying to change a decision maker’s thinking frome3yst to System 2 in
situations where System 1 processing is known to frequesdiyit in biased decisions,
this strategy tries to change the environment so thati8ysstainking will lead to good
results. This type of improvement strategy, which &hahd Sunstein discuss at length
in their bookNudge (2008), calls upon those who design situations in whiclcebare
made (whether they be the decision makers themsehathar“choice architects”) to
maximize the odds that decision makers will make wiséceBaiven known decision
biases. For example, a bias towards inaction cregieference for default options
(Ritov and Baron, 1992). Choice architects can usertbight to improve decision
making by ensuring that the available default is the ophanhis likely to be best for
decision makers and/or society. Making 401k enrollmenfautiefor instance, has been
shown to significantly increase employees’ savings f@esartzi and Thaler, 2007).

There is also some suggestive evidence that lever&gstgm 1 thinking to
improve System 1 choices may be particularly effedtiihe realm of decision-making
biases that people do not like to admit or believe theguseeptible to. For instance,
many of us are susceptible to implicit racial bias butdeebmfortable acknowledging
this fact, even to ourselves. Conscious efforts t@lgiffilo better” on implicit bias tests
are usually futile (Nosek, Greenwald, & Banaji, 2007). doev, individuals whose
mental or physical environment is shaped by the involvewieatblack experimenter
rather than a white experimenter show less implagtal bias (Lowery, Hardin, &

Sinclair, 2001; Blair, 2002). The results of this “changeghvironment” approach
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contrast sharply with the failure of “try harder” sbibns, which rely on conscious effort.
In summary, can solutions to biases that people ardlungatio acknowledge be found in
the same automatic systems that generate this classldéms?
Conclusion

People put great trust in their intuition. The past Hryef decision-making
research challenges that trust in a broad rangetofgset A key task for psychologists is
to identify how and in what situations people shoulddrgnove from intuitively
compelling System 1 thinking to more deliberative Systenirkitig and to design
situations that make System 1 thinking work in the decisiaker’s favor. Clearly,
minor decisions do not require a complete System 2 procesgsew decision
architecture. In addition, situations in which peop&warlikely to be susceptible to
decision biases or are likely to benefit from automatcessing are inappropriate for
interventions to promote System 2 thinking or alter ahaichitecture. However, the
more deeply we understand the biases that result frete@yl thinking in a wide range
of situations, the more deeply we desire empiricabyete strategies for reaching better
decisions in those situations. Recent decades haverddli@escription in abundance.
This paper calls for more research on strategies forowng decisions.
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