Chapter 1

Econometrics

There are no exercises or applications in Chapter 1.

Chapter 2

The Linear Regression Model

There are no exercises or applications in Chapter 2.

Chapter 3

Least Squares

**Exercises**

1. Let ![](data:image/x-wmf;base64,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).

(a) The normal equations are given by (3-12), ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEgAEBCQAAAADQWwEACQAAA1cBAAACAHwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUAEEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAQAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAiABWAIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAAAzEQreJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAA9eYACBQAAABQCIAFAABwAAAD7AsD+AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAWCdlMOEAWgDYAYACfAAAACYGDwDtAE1hdGhUeXBlVVXhAAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEACAEBAgB/WAACAH8nAAIAf2UAAgSGPQA9AgB/MAAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAABOcSACb+AH8EAAAALQEAAAQAAADwAQEAAwAAAAAA)(we drop the minus sign), hence for each of the columns of **X**, **x***k*, we know that **x***k*′**e** = 0. This implies that ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFIAICCQAAAABTWQEACQAAA2YCAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmAFEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////IAUAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtoBwQEcAAAA+wI0/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeZgBBQAAABQCgAFzBBwAAAD7AqD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMHnAAgUAAAAUAuIAFAEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55mAEFAAAAFALaAQ4BHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABpaaYBmAEFAAAAFAKAASYCHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABlacACBQAAABQC2gFZARwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAADMRCrMkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPWmYAQUAAAAUAoABNQAcAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAAAUFArlJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFM9NAPAApMAAAAmBg8AGwFNYXRoVHlwZVVVDwEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAAAKAgCDZQADABsAAAsBAAIAg2kAAAEBAAoCBIY9AD0CAIgwAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAAE5xIAJv4AfwQAAAAtAQEABAAAAPABAAADAAAAAAA=)and![](data:image/x-wmf;base64,183GmgAAAAAAAGAGIAIBCQAAAABQWgEACQAAA3QCAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////IAYAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtoBwQEcAAAA+wI0/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeZgBBQAAABQCgAFrBRwAAAD7AqD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMHnAAgUAAAAUAuIAFAEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55mAEFAAAAFALaAQ4BHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABpaWlFwQHdAJgBBQAAABQCgAE8AhwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeGXiAMACBQAAABQC2gFZARwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAFsOClAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPWWYAQUAAAAUAoABNQAcAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAACkDgpHJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFM9LATAAp4AAAAmBg8AMgFNYXRoVHlwZVVVJgEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAAAKAgCDeAADABsAAAsBAAIAg2kAAAEBAAoCAINlAAMAGwAACwEAAgCDaQAAAQEACgIEhj0APQIAiDAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAAaOcSACb+AH8EAAAALQEBAAQAAADwAQAAAwAAAAAA).

(b) Use ![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAIBCQAAAABwXwEACQAAAy0CAAACAI0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAkADEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////AAMAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtoBwQEcAAAA+wI0/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeZgBBQAAABQC4gAUARwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbnmYAQUAAAAUAtoBDgEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGlppgGYAQUAAAAUAoABJgIcAAAA+wKg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGVpwAIFAAAAFALaAVkBHAAAAPsCNP8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAH9AAAAA2REKPyQCAX8tAgF/INADfwAAMAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9aZgBBQAAABQCgAE1ABwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAI4TCpEkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAU2nAAo0AAAAmBg8ADwFNYXRoVHlwZVVVAwEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAAAKAgCDZQADABsAAAsBAAIAg2kAAAEBAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=) to conclude from the first normal equation that ![](data:image/x-wmf;base64,183GmgAAAAAAAMAF4AEBCQAAAAAwWgEACQAAA4sBAAAEAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcAFEwAAACYGDwAcAP////8AAE0AEAAAAMD////N////gAUAAK0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAPAAAAAAAAAgQAAAAtAQAABQAAABQCdgBCAgUAAAATAnYA8gIFAAAAFAJ2AMMEBQAAABMCdgBzBQUAAAAJAgAAAAIFAAAAFAJAATsAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAA0AAAAyCgAAAAAEAAAAYXlieBQC3AGgAIACBQAAABQCQAExARwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAMkXCu4kAgF/LQIBfyDQA38AADAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPS0QAoACgwAAACYGDwD8AE1hdGhUeXBlVVXwAAUBAAUBRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEACWVAAQIAg2EAAgSGPQA9AgGDeQAGABEAAgSGEiItAgCDYgACAYN4AAYAEQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAP////8E5xIAJv4AfwQAAAAtAQMABAAAAPABAgADAAAAAAA=).

(c) We know that ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFIAICCQAAAABTWQEACQAAA2YCAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmAFEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////IAUAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtoBwQEcAAAA+wI0/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeZgBBQAAABQCgAFzBBwAAAD7AqD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMHnAAgUAAAAUAuIAFAEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55mAEFAAAAFALaAQ4BHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABpaaYBmAEFAAAAFAKAASYCHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABlacACBQAAABQC2gFZARwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAKYQCqskAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPWmYAQUAAAAUAoABNQAcAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAADDEQp4JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFM9NAPAApMAAAAmBg8AGwFNYXRoVHlwZVVVDwEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAAAKAgCDZQADABsAAAsBAAIAg2kAAAEBAAoCBIY9AD0CAIgwAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAADA9hIAJv4AfwQAAAAtAQEABAAAAPABAAADAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGIAIBCQAAAABQWgEACQAAA3QCAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////IAYAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtoBwQEcAAAA+wI0/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeZgBBQAAABQCgAFrBRwAAAD7AqD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMHnAAgUAAAAUAuIAFAEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55mAEFAAAAFALaAQ4BHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABpaWnLwQHdAJgBBQAAABQCgAE8AhwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeGXiAMACBQAAABQC2gFZARwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAFwSChckAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPWWYAQUAAAAUAoABNQAcAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAABfEQrNJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFM9LATAAp4AAAAmBg8AMgFNYXRoVHlwZVVVJgEFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg24AAAAKAgCDeAADABsAAAsBAAIAg2kAAAEBAAoCAINlAAMAGwAACwEAAgCDaQAAAQEACgIEhj0APQIAiDAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAABOcSACb+AH8EAAAALQEBAAQAAADwAQAAAwAAAAAA). It follows then that ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJIAIBCQAAAACQVQEACQAAA6oCAAAEAKsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAqAJEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////YAkAANkBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAARAAAAAAAAAgQAAAAtAQAABQAAABQCpQAhBQUAAAATAqUA0QUFAAAACQIAAAACBQAAABQC2gHBARwAAAD7AjT/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAADF5mAEFAAAAFAKAAUICHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAAAoKTDyoAPGAsACBQAAABQC4gAUARwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAbnmYAQUAAAAUAtoBDgEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQIABAAAAPABAQAMAAAAMgoAAAAAAwAAAGlpafNWAoUDmAEFAAAAFAKAAdECHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQIADAAAADIKAAAAAAMAAAB4eGUOUAI6AcACBQAAABQC2gFZARwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAADcWCg8kAgF/LQIBfyDQA38AADAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXmYAQUAAAAUAoABNQAcAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAADJFwr1JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQEABAAAAPABAgAMAAAAMgoAAAAAAwAAAFMtPQ/YA5EDwAKrAAAAJgYPAEsBTWF0aFR5cGVVVT8BBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACBIWjA1MDAB0AAAsBAAIAg2kAAgSGPQA9AgCIMQAAAQACAINuAAAACgIAgigAAgCDeAADABsAAAsBAAIAg2kAAAEBAAoCBIYSIi0CAYN4AAYAEQACAIIpAAIAg2UAAwAbAAALAQACAINpAAABAQAKAgSGPQA9AgCIMAAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)because
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Then, ![](data:image/x-wmf;base64,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)

(d) The first derivative vector of **e′e** is -2**X′e**. (The normal equations.) The second derivative matrix is
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2. Write **c** as **b** + (**c** ‑ **b**). Then, the sum of squared residuals based on **c** is

(**y** ‑ **Xc**)**′**(**y** ‑ **Xc**) = [**y** ‑ **X**(**b** + (**c** ‑ **b**))] **′**[**y** ‑ **X**(**b** + (**c** ‑ **b**))] = [(**y** ‑ **Xb**) + **X**(**c** ‑ **b**)] **′**[(**y** ‑ **Xb**) + **X**(**c** ‑ **b**)]

= (**y** ‑ **Xb**) **′**(**y** ‑ **Xb**) + (**c** ‑ **b**) **′X′X**(**c** ‑ **b**) + 2(**c** ‑ **b**) **′X′**(**y** ‑ **Xb**).

But, the third term is zero, as 2(**c** ‑ **b**) **′X′**(**y** ‑ **Xb**) = 2(**c** ‑ **b**)**X′e** = **0**. Therefore,

(**y** ‑ **Xc**) **′**(**y** ‑ **Xc**) = **e′e** + (**c** ‑ **b**) **′X′X**(**c** ‑ **b**)

or (**y** ‑ **Xc**) **′**(**y** ‑ **Xc**) ‑ **e′e** = (**c** ‑ **b**) **′X′X**(**c** ‑ **b**).

The right hand side can be written as **d′d** where **d** = **X**(**c** ‑ **b**), so it is necessarily positive. This confirms what we knew at the outset, least squares is least squares.

3. In the regression of **y** on **i** and **X**, the coefficients on **X** are **b** = (**X′M0X**)-1**X′M**0**y**. **M**0 = **I** ‑ **i**(**i′i**)-1**i′** is the matrix which transforms observations into deviations from their column means. Since **M**0 is idempotent and symmetric we may also write the preceding as [(**X′M**0**′**)(**M**0**X**)]-1(**X′M**0**′**)(**M**0**y**) which implies that the regression of **M**0**y** on **M**0**X** produces the least squares slopes. If only **X** is transformed to deviations, we would compute [(**X′M**0**′**)(**M**0**X**)]-1(**X′M**0**′**)**y** but, of course, this is identical. However, if only **y** is transformed, the result is (**X′X**)-1**X′M**0**y** which is likely to be quite different.

4. What is the result of the matrix product **M**1**M** where **M**1 is defined in (3‑19) and **M** is defined in (3‑14)?

**M**1**M** = (**I** ‑ **X**1(**X**1**′X**1)-1**X**1**′**)(**I** ‑ **X**(**X′X**)-1**X′**) = **M** ‑ **X**1(**X**1**′X**1)-1**X**1**′M**

There is no need to multiply out the second term. Each column of **MX**1 is the vector of residuals in the regression of the corresponding column of **X**1 on all of the columns in **X**. Since that **x** is one of the columns in **X**, this regression provides a perfect fit, so the residuals are zero. Thus, **MX**1 is a matrix of zeroes which implies that **M**1**M** = **M**.
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**b***n,s* = (**X***n,s*′ **X***n,s*)-1(**X***n,s*′**y***n,s*). The matrix is **X***n,s*′**X***n,s* = **X***n***′X***n* + **x***s***x***s*′. To invert this, use (A -66);

![](data:image/x-wmf;base64,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). The vector is

(**X***n,s*′**y***n,s*) = (**X***n*′**y***n*) + **x***sys*. Multiply out the four terms to get

(**X***n,s*′ **X***n,s*)-1(**X***n,s*′**y***n,s*) =

**b***n* – ![](data:image/x-wmf;base64,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)+ ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFAAIBCQAAAAAQWQEACQAAAzoCAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAFEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////wAQAAL0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtAAcgQcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeXIBBQAAABQCYAE2ABwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAKClhA4ACBQAAABQCswGhARwAAAD7Akf/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAbm5tAXIBBQAAABQC0AANBBwAAAD7Akf/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAFAUCvskAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALW5yAQUAAAAUAk0BmgEcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAACkDgrrJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKJugAIFAAAAFAJgAa4AHAAAAPsCwP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABYWG0BgAKYAAAAJgYPACYBTWF0aFR5cGVVVRoBBQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAIIoAAgBAQIBf1gABgAFAAMAGwAACwEAAgCDbgAAAQEACgIAf1gAAwAbAAALAQACAINuAAABAQAKAgCCKQADABwAAAsBAQEAAgSGEiItAgCIMQAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAHzkEgAm/gB/BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) **x***sys* ![](data:image/x-wmf;base64,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) **x***sys*

=
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**b***n* + ![](data:image/x-wmf;base64,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)–![](data:image/x-wmf;base64,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)

**b***n* + ![](data:image/x-wmf;base64,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)

6. Define the data matrix as follows: ![](data:image/x-wmf;base64,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) (The subscripts on the parts of **y** refer to the “observed” and “missing” rows of **X**. We will use Frish-Waugh to obtain the first two columns of the least squares coefficient vector.  **b**1=(**X**1′**M**2**X**1)-1(**X**1′**M**2**y**). Multiplying it out, we find that **M**2 = an identity matrix save for the last diagonal element that is equal to 0.

**X**1′**M**2**X**1 = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAK4AMACQAAAAARVwEACQAAA7YCAAACAMQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgA+AKEwAAACYGDwAcAP////8AAE0AEAAAAMD///+5////oAoAAJkDAAALAAAAJgYPAAwATWF0aFR5cGUAANAABQAAAAkCAAAAAgUAAAAUApMCHgEcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAADQAAADIKAAAAAAQAAAAxMTExRwF3AnoFcgEFAAAAFAI1AxUIHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAxeYACBQAAABQCbgGBBRwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAPgOCnMkAgF/LQIBfyDQA38AADAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAA6flDA4ACBQAAABQCLQIsAQoAAAAyCgAAAAACAAAAoqK+A4ACBQAAABQCQAIRAwkAAAAyCgAAAAABAAAALaKAAgUAAAAUAp4CgQUKAAAAMgoAAAAAAgAAAOr6QwOAAgUAAAAUAiIDpgYJAAAAMgoAAAAAAQAAAKL6gAIFAAAAFAKAA4EFCgAAADIKAAAAAAIAAADr+0MDgAIFAAAAFAJVASsGHAAAAPsCwP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAAwMO0BgAIFAAAAFAJAAkAAHAAAAPsCwP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEAAAQAAADwAQEADQAAADIKAAAAAAQAAABYWFhYRwF3AnoFgAIFAAAAFAI1AwUGHAAAAPsCwP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAwMIACxAAAACYGDwB9AU1hdGhUeXBlVVVxAQUBAAUBRFNNVDUAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEACAEBAgF/WAAGAAUAAwAbAAALAQACAIgxAAABAQAKAgB/WAADABsAAAsBAAIAiDEAAAEBAAoCBIYSIi0CAX9YAAYABQADABsAAAsBAAIAiDEAAAEBAAoDAAMDAAEABQABAQECAgAAAQACAH8wAAABAAIAfzAAAAEAAgF/MAAGAAUAAAEAAgCIMQAAAAACAJZbAAIAll0AAAIAf1gAAwAbAAALAQACAIgxAAABAQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAAwPYSACb+AH8EAAAALQEAAAQAAADwAQEAAwAAAAAA). This just drops the last observation. **X**1′**M**2**y** is computed likewise. Thus, the coeffients on the first two columns are the same as if *y*0 had been linearly regressed on **X**1. The denomonator of *R*2 is different for the two cases (drop the observation or keep it with zero fill and the dummy variable). For the first strategy, the mean of the *n*-1 observations should be different from the mean of the full *n* unless the last observation happens to equal the mean of the first *n*-1.

For the second strategy, replacing the missing value with the mean of the other *n*-1 observations, we can deduce the new slope vector logically. Using Frisch-Waugh, we can replace the column of *x*’s with deviations from the means, which then turns the last observation to zero. Thus, once again, the coefficient on the *x* equals what it is using the earlier strategy. The constant term will be the same as well.

7. For convenience, reorder the variables so that **X** = [**i**, **P***d*, **P***n*, **P***s*, **Y**]. The three dependent variables are **E***d*, **E***n*, and **E***s*, and **Y** = **E***d* + **E***n* + **E***s*. The coefficient vectors are

**b***d* = (**X′X**)-1**X′E***d*,

**b***n* = (**X′X**)-1**X′E***n*, and

**b***s* = (**X′X**)-1**X′E***s*.

The sum of the three vectors is

**b** = (**X′X**)-1**X**′[**E***d* + **E***n* + **E***s*] = (**X′X**)-1**X**′**Y**.

Now, **Y** is the last column of **X**, so the preceding sum is the vector of least squares coefficients in the regression of the last column of **X** on all of the columns of **X**, including the last. Of course, we get a perfect fit. In addition, **X′**[**E***d* + **E***n* + **E***s*] is the last column of **X′X**, so the matrix product is equal to the last column of an identity matrix. Thus, the sum of the coefficients on all variables except income is 0, while that on income is 1.

8. Let ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA/EAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///77////AAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAABFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgrAAUYAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJQAEAAAALQECAAQAAADwAQEACQAAADIK2gEkAQEAAABLAJQAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAEAAAA8AECAAkAAAAyCuoAHAEBAAAAMgBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQECAAQAAADwAQEAAwAAAAAA) denote the adjusted *R*2 in the full regression on *K* variables including **x***k*, and let![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///+gAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAgBFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuADgABAAAAC0BAQAJAAAAMgrAAUoAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQECAAQAAADwAQEACQAAADIK2gEWAQEAAAAxAHAACQAAADIK6gAhAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAgADAAAAAAA=)denote the adjusted *R*2 in the short regression on *K*‑1 variables when **x***k* is omitted. Let ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA9oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7j////AAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAkAAAAyCoABRgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBBAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAQcBAQAAAEsAlAAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAQAAADwAQEACQAAADIK8AAcAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAAADAAAAAAA=)and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA70AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AMAAEAAAALQEAAAkAAAAyCoABSgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAlAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAfgAAQAAADEAcAAJAAAAMgrwACEBAQAAADIAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)denote their unadjusted counterparts. Then,

![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA9oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7j////AAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAkAAAAyCoABRgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBBAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAQcBAQAAAEsAlAAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAQAAADwAQEACQAAADIK8AAcAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAAADAAAAAAA=)= 1 ‑ **e′e**/**y′M**0**y**

![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA70AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AMAAEAAAALQEAAAkAAAAyCoABSgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAlAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAfgAAQAAADEAcAAJAAAAMgrwACEBAQAAADIAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)= 1 ‑ **e**1**′e**1/**y′M**0**y**

where **e′e** is the sum of squared residuals in the full regression, **e**1**′e**1 is the (larger) sum of squared residuals in the regression which omits **x***k*, and **y′M**0**y** = Σ*i* (*yi* -![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBUAAUAAAATAlcA9AAFAAAACQIAAAACBQAAABQCIAFZABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHl5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA))2.

Then,![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA/EAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///77////AAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAABFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgrAAUYAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJQAEAAAALQECAAQAAADwAQEACQAAADIK2gEkAQEAAABLAJQAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAEAAAA8AECAAkAAAAyCuoAHAEBAAAAMgBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQECAAQAAADwAQEAAwAAAAAA)= 1 ‑ [(*n*‑1)/(*n*‑*K*)](1 ‑ ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA9oAAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7j////AAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAkAAAAyCoABRgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBBAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAQcBAQAAAEsAlAAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAQAAADwAQEACQAAADIK8AAcAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAAADAAAAAAA=))

and![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///+gAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAgBFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuADgABAAAAC0BAQAJAAAAMgrAAUoAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQECAAQAAADwAQEACQAAADIK2gEWAQEAAAAxAHAACQAAADIK6gAhAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAgADAAAAAAA=)= 1 ‑ [(*n*‑1)/(*n*‑(*K*‑1))](1 ‑![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA70AAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gAQAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAVAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AMAAEAAAALQEAAAkAAAAyCoABSgABAAAAUgDDABUAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAlAAQAAAAtAQEABAAAAPABAAAJAAAAMgrQAfgAAQAAADEAcAAJAAAAMgrwACEBAQAAADIAcAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)).

The difference is the change in the adjusted *R*2 when **x***k* is added to the regression,

![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA/EAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///77////AAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAABFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgrAAUYAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJQAEAAAALQECAAQAAADwAQEACQAAADIK2gEkAQEAAABLAJQAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAEAAAA8AECAAkAAAAyCuoAHAEBAAAAMgBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQECAAQAAADwAQEAAwAAAAAA)- ![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA9QAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///+gAQAA3gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUApgAQAAFAAAAEwKYAAgBFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuADgABAAAAC0BAQAJAAAAMgrAAUoAAQAAAFIAwwAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQECAAQAAADwAQEACQAAADIK2gEWAQEAAAAxAHAACQAAADIK6gAhAQEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAgADAAAAAAA=)= [(*n*-1)/(*n*-*K*+1)][**e**1**′e**1/**y′M**0**y**] - [(*n*-1)/(*n*-*K*)][**e′e**/**y′M**0**y**].

The difference is positive if and only if the ratio is greater than 1. After cancelling terms, we require for the adjusted *R*2 to increase that **e**1**′e**1/(*n-K*+1)]/[(*n-K*)/**e′e**] > 1. From the previous problem, we have that **e**1**′e**1 = **e′e** + *bK2*(**x***k***′M**1**x***k*), where **M**1 is defined above and *bk* is the least squares coefficient in the full regression of **y** on **X**1 and **x***k*. Making the substitution, we require [(**e′e** + *bK2*(**x***k***′M**1**x***k*))(*n*-*K*)]/[(*n*-*K*)**e′e** + **e′e**] > 1. Since **e′e** = (*n*‑*K*)*s*2, this simplifies to [**e′e** + *bK2*(**x***k***′M**1**x***k*)]/[**e′e** + *s*2] > 1. Since all terms are positive, the fraction is greater than one if and only *bK2*(**x***k***′M**1**x***k*) > *s*2 or *bK2*(**x***k***′M**1**x***k*/*s*2) > 1. The denominator is the estimated variance of *bk*, so the result is proved.

9. This *R*2 must be lower. The sum of squares associated with the coefficient vector which omits the constant term must be higher than the one which includes it. We can write the coefficient vector in the regression without a constant as **c** = (0,**b**\*) where **b**\* = (**W′W**)-1**W′y**, with **W** being the other *K*‑1 columns of **X**. Then, the result of the previous exercise applies directly.

10. We use the notation ‘Var[.]’ and ‘Cov[.]’ to indicate the sample variances and covariances. Our information is Var[*N*] = 1, Var[*D*] = 1, Var[*Y*] = 1.

Since *C* = *N* + *D*, Var[*C*] = Var[*N*] + Var[*D*] + 2Cov[*N*,*D*] = 2(1 + Cov[*N*,*D*]).

From the regressions, we have

Cov[*C*,*Y*]/Var[*Y*] = Cov[*C*,*Y*] = .8.

But, Cov[*C*,*Y*] = Cov[*N*,*Y*] + Cov[*D*,*Y*].

Also, Cov[*C*,*N*]/Var[*N*] = Cov[*C*,*N*] = .5,

but, Cov[*C*,*N*] = Var[*N*] + Cov[*N*,*D*] = 1 + Cov[*N*,*D*], so Cov[*N*,*D*] = ‑.5,

so that Var[*C*] = 2(1 + ‑.5) = 1.

And, Cov[*D*,*Y*]/Var[*Y*] = Cov[*D*,*Y*] = .4.

Since Cov[*C*,*Y*] = .8 = Cov[*N*,*Y*] + Cov[*D*,*Y*], Cov[*N*,*Y*] = .4.

Finally, Cov[*C*,*D*] = Cov[*N*,*D*] + Var[*D*] = ‑.5 + 1 = .5.

Now, in the regression of *C* on *D*, the sum of squared residuals is (*n*‑1){Var[*C*] ‑ (Cov[*C*,*D*]/Var[*D*])2Var[*D*]}

based on the general regression result Σ*e*2 = Σ(*yi* -*![](data:image/x-wmf;base64,183GmgAAAAAAACABIAL+CAAAAADvXAEACQAAA6UAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gAAAA2AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlAAQAAFAAAAEwJQAOAAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFQABAAAAC0BAQAJAAAAMgqAAVQAAQAAAHkAjgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)*)2 ‑ *b*2Σ(*xi* -![](data:image/x-wmf;base64,183GmgAAAAAAACABwAEECQAAAAD1XgEACQAAA6UAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gAAAAeAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlAAQAAFAAAAEwJQANYAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgqAAUoAAQAAAHgAjgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==))2. All of the necessary figures were obtained above. Inserting these and *n*‑1 = 20 produces a sum of squared residuals of 15.

11. The relevant submatrices to be used in the calculations are

Investment Constant GNP Interest

Investment \* 3.0500 3.9926 23.521

Constant 15 19.310 111.79

GNP 25.218 148.98

Interest 943.86

The inverse of the lower right 3×3 block is (**X′X**)-1,

7.5874

(**X′X**)-1 = ‑7.41859 7.84078

.27313 ‑.598953 .06254637

The coefficient vector is **b** = (**X′X**)-1**X′y** = (‑.0727985, .235622, ‑.00364866)′. The total sum of squares is **y′y** = .63652, so we can obtain **e′e** = **y′y** ‑ **b′X′y**. **X′y** is given in the top row of the matrix. Making the substitution, we obtain **e′e** = .63652 ‑ .63291 = .00361. To compute *R*2, we require Σ*i* (*yi -*![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBUAAUAAAATAlcA9AAFAAAACQIAAAACBQAAABQCIAFZABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHl5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA))2 =

.63652 ‑ 15(3.05/15)2 = .01635333, so *R*2 = 1 ‑ .00361/.0163533 = .77925.

12.The results cannot be correct. Since log *S/N* = log *S/Y* + log *Y/N* by simple, exact algebra, the same result must apply to the least squares regression results. That means that the second equation estimated must equal the first one plus log *Y/N*. Looking at the equations, that means that all of the coefficients would have to be identical save for the second, which would have to equal its counterpart in the first equation, plus 1. Therefore, the results cannot be correct. In an exchange between Leff and Arthur Goldberger that appeared later in the same journal, Leff argued that the difference was simple rounding error. You can see that the results in the second equation resemble those in the first, but not enough so that the explanation is credible. Further discussion about the data themselves appeared in subsequent idscussion. [See Goldberger (1973) and Leff (1973).]

**Application**

?=======================================================================

? Chapter 3 Application 1

?=======================================================================

Read $

(Data appear in the text.)

Namelist ; X1 = one,educ,exp,ability$

Namelist ; X2 = mothered,fathered,sibs$

?=======================================================================

? a.

?=======================================================================

Regress ; Lhs = wage ; Rhs = x1$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=WAGE Mean = 2.059333 |

| Standard deviation = .2583869 |

| WTS=none Number of observs. = 15 |

| Model size Parameters = 4 |

| Degrees of freedom = 11 |

| Residuals Sum of squares = .7633163 |

| Standard error of e = .2634244 |

| Fit R-squared = .1833511 |

| Adjusted R-squared = -.3937136E-01 |

| Model test F[ 3, 11] (prob) = .82 (.5080) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| 1.66364000 .61855318 2.690 .0210

EDUC | .01453897 .04902149 .297 .7723 12.8666667

EXP | .07103002 .04803415 1.479 .1673 2.80000000

ABILITY | .02661537 .09911731 .269 .7933 .36600000

?=======================================================================

? b.

?=======================================================================

Regress ; Lhs = wage ; Rhs = x1,x2$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=WAGE Mean = 2.059333 |

| Standard deviation = .2583869 |

| WTS=none Number of observs. = 15 |

| Model size Parameters = 7 |

| Degrees of freedom = 8 |

| Residuals Sum of squares = .4522662 |

| Standard error of e = .2377673 |

| Fit R-squared = .5161341 |

| Adjusted R-squared = .1532347 |

| Model test F[ 6, 8] (prob) = 1.42 (.3140) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| .04899633 .94880761 .052 .9601

EDUC | .02582213 .04468592 .578 .5793 12.8666667

EXP | .10339125 .04734541 2.184 .0605 2.80000000

ABILITY | .03074355 .12120133 .254 .8062 .36600000

MOTHERED| .10163069 .07017502 1.448 .1856 12.0666667

FATHERED| .00164437 .04464910 .037 .9715 12.6666667

SIBS | .05916922 .06901801 .857 .4162 2.20000000

?=======================================================================

? c.

?=======================================================================

Regress ; Lhs = mothered ; Rhs = x1 ; Res = meds $

Regress ; Lhs = fathered ; Rhs = x1 ; Res = feds $

Regress ; Lhs = sibs ; Rhs = x1 ; Res = sibss $

Namelist ; X2S = meds,feds,sibss $

Matrix ; list ; Mean(X2S) $

Matrix Result has 3 rows and 1 columns.

1

+--------------

1| -.1184238D-14

2| .1657933D-14

3| -.5921189D-16

The means are (essentially) zero. The sums must be zero, as these new variables are orthogonal to the columns of X1. The first column in X1 is a column of ones, so this means that these residuals must sum to zero.

?=======================================================================

? d.

?=======================================================================

Namelist ; X = X1,X2 $

Matrix ; i = init(n,1,1) $

Matrix ; M0 = iden(n) - 1/n\*i\*i' $

Matrix ; b12 = <X'X>\*X'wage$

Calc ; list ; ym0y =(N-1)\*var(wage) $

Matrix ; list ; cod = 1/ym0y \* b12'\*X'\*M0\*X\*b12 $

Matrix COD has 1 rows and 1 columns.

1

+--------------

1| .51613

Matrix ; e = wage - X\*b12 $

Calc ; list ; cod = 1 - 1/ym0y \* e'e $

+------------------------------------+

COD = .516134

The R squared is the same using either method of computation.

Calc ; list ; RsqAd = 1 - (n-1)/(n-col(x))\*(1-cod)$

+------------------------------------+

RSQAD = .153235

? Now drop the constant

Namelist ; X0 = educ,exp,ability,X2 $

Matrix ; i = init(n,1,1) $

Matrix ; M0 = iden(n) - 1/n\*i\*i' $

Matrix ; b120 = <X0'X0>\*X0'wage$

Matrix ; list ; cod = 1/ym0y \* b120'\*X0'\*M0\*X0\*b120 $

Matrix COD has 1 rows and 1 columns.

1

+--------------

1| .52953

Matrix ; e0 = wage - X0\*b120 $

Calc ; list ; cod = 1 - 1/ym0y \* e0'e0 $

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

COD = .515973

The R squared now changes depending on how it is computed. It also goes up, completely artificially.

?=======================================================================

? e.

?=======================================================================

The R squared for the full regression appears immediately below.

? f.

Regress ; Lhs = wage ; Rhs = X1,X2 $

+----------------------------------------------------+

| Ordinary least squares regression |

| WTS=none Number of observs. = 15 |

| Model size Parameters = 7 |

| Degrees of freedom = 8 |

| Fit R-squared = .5161341 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| .04899633 .94880761 .052 .9601

EDUC | .02582213 .04468592 .578 .5793 12.8666667

EXP | .10339125 .04734541 2.184 .0605 2.80000000

ABILITY | .03074355 .12120133 .254 .8062 .36600000

MOTHERED| .10163069 .07017502 1.448 .1856 12.0666667

FATHERED| .00164437 .04464910 .037 .9715 12.6666667

SIBS | .05916922 .06901801 .857 .4162 2.20000000

Regress ; Lhs = wage ; Rhs = X1,X2S $

+----------------------------------------------------+

| Ordinary least squares regression |

| WTS=none Number of observs. = 15 |

| Model size Parameters = 7 |

| Degrees of freedom = 8 |

| Fit R-squared = .5161341 |

| Adjusted R-squared = .1532347 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| 1.66364000 .55830716 2.980 .0176

EDUC | .01453897 .04424689 .329 .7509 12.8666667

EXP | .07103002 .04335571 1.638 .1400 2.80000000

ABILITY | .02661537 .08946345 .297 .7737 .36600000

MEDS | .10163069 .07017502 1.448 .1856 -.118424D-14

FEDS | .00164437 .04464910 .037 .9715 .165793D-14

SIBSS | .05916922 .06901801 .857 .4162 -.592119D-16

In the first set of results, the first coefficient vector is

**b**1 = (**X**1′**M**2**X**1)-1**X**1′**M**2**y** and

b2 = (**X**2′**M**1**X**2)-1**X**2′M1**y**

In the second regression, the second set of regressors is M1X2, so

**b**1 = (**X**1′**M**12 **X**1)-1**X**1′**M**12**y** where **M**12 = **I** – (**M**1**X**2)[(M1**X**2)′(**M**1**X**2)]-1(**M**1**X**2)′

Thus, because the “M” matrix is different, the coefficient vector is different. The second set of coefficients in the second regression is

**b**2 = [(**M**1**X**2)′**M**1(**M**1**X**2)]-1 (**M**1**X**2)**M**1**y** = (**X**2′**M**1**X**2)-1**X**2′**M**1**y** because **M**1 is idempotent.

Chapter 4

The Least Squares Estimator

**Exercises**

1. Consider the optimization problem of minimizing the variance of the weighted estimator. If the estimate is to be unbiased, it must be of the form *c*1![](data:image/x-wmf;base64,183GmgAAAAAAAGABIAICCQAAAABTXQEACQAAA4QBAAACAHsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+7////IAEAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtMBzgAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeXIBBQAAABQCJgFSABwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABNgAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAADJGAq/JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHF5gAJ7AAAAJgYPAOsATWF0aFR5cGVVVd8ABQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACBYS4A3EGAAkAAwAbAAALAQACAIgxAAABAQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAABOcSACb+AH8EAAAALQEBAAQAAADwAQAAAwAAAAAA)+ *c*2![](data:image/x-wmf;base64,183GmgAAAAAAAIABIAICCQAAAACzXQEACQAAA4QBAAACAHsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAoABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+7////QAEAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAtMB4wAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAyeXIBBQAAABQCJgFSABwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABNgAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAABkGQqSJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHF5gAJ7AAAAJgYPAOsATWF0aFR5cGVVVd8ABQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACBYS4A3EGAAkAAwAbAAALAQACAIgyAAABAQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAABOcSACb+AH8EAAAALQEBAAQAAADwAQAAAwAAAAAA)where *c*1 and *c*2 sum to 1. Thus, *c*2 = 1 ‑ *c*1. The function to minimize is Min***c****L*\* = *c*12*v*1 + (1 ‑ *c*1)2*v*2. The necessary condition is ∂*L*\*/∂*c*1 = 2*c*1*v*1 ‑ 2(1 ‑ *c*1)*v*2 = 0 which implies *c*1 = *v*2 / (*v*1 + *v*2). A more intuitively appealing form is obtained by dividing numerator and denominator by *v*1*v*2 to obtain *c*1 = (1/*v*1) / [1/*v*1 + 1/*v*2]. Thus, the weight is proportional to the inverse of the variance. The estimator with the smaller variance gets the larger weight.

2. First, ![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)= **c′y** = **c′x** + **c′ε**. So *E*[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)] = β**c′x** and Var[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)] = σ2**c′c**. Therefore,

MSE[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)] = β2[**c′x** ‑ 1]2 + σ2**c′c**. To minimize this, we set ∂MSE[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)]/∂**c** = 2β2[**c′x** ‑ 1]**x** + 2σ2**c** = **0**.

Collecting terms, β2(**c′x** ‑ 1)**x** = ‑σ2**c**

Premultiply by **x**′ to obtain β2(**c′x** ‑ 1)**x**′**x** = ‑σ2**x′c**

or  **c′x** = **β**2**x**′**x** / (σ2 + β2**x**′**x**).

Then,  **c** = [(‑β2/σ2)(**c′x** ‑ 1)]**x**,

so  **c** = [1/(σ2/β2 + **x**′**x**)]**x**.

Then, ![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)= **c′y** = **x′y** / (σ2/β2 + **x**′**x**).

The expected value of this estimator is

*E*[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA1YBAAACAIEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////gAAAA2wEAAAUAAAAJAgAAAAIFAAAAFAImAVIAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGTaGACPk7Z2gAG6dtUNZusEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAoABLAAcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqcRColYQYYAZNoYAI+TtnaAAbp21Q1m6wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGJ5gAKBAAAAJgYPAPgAQXBwc01GQ0MBANEAAADRAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQAIAgACBX+yA2IGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDr1Q1m6wAACgA4AIoBAAAAAAAAAACY5BgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)] = β**x**′**x** / (σ2/β2 + **x**′**x**)

so  *E*[![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+7////4AAAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAiYBUgAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCgAEsABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAABwUCvwkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYnmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLIDYgYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAAE5xIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)] ‑ β = β(‑σ2/β2) / (σ2/β2 + **x**′**x**)

= ‑(σ2/β) / (σ2/β2 + **x**′**x**)

while its variance is Var[**x**′(**x**β + **ε**) / (σ2/β2 + **x**′**x**)] = σ2**x**′**x** / (σ2/β2 + **x**′**x**)2

The mean squared error is the variance plus the squared bias,
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The ordinary least squares estimator is, as always, unbiased, and has variance and mean squared error

MSE(*b*) = σ2/**x**′**x**.

The ratio is taken by dividing each term in the numerator
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= [σ2**x′x**/β2 + (**x′x**)2]/(σ2/β2 + **x**′**x**)2

= **x′x**[σ2/β2 + **x′x**]/(σ2/β2 + **x**′**x**)2

= **x′x**/(σ2/β2 + **x′x**)

Now, multiply numerator and denominator by β2/σ2 to obtain
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As τ→∞, the ratio goes to one. This would follow from the result that the biased estimator and the unbiased estimator are converging to the same thing, either as σ2 goes to zero, in which case the MMSE estimator is the same as OLS, or as **x**′**x** grows, in which case both estimators are consistent.
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But, ![](data:image/x-wmf;base64,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)= **x′x** + *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2

so the ratio is Var[*b*]/Var[*b*′] = [**x′x** + *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2]/**x′x** = 1 - *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2/**x′x** = 1 - { *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2/[*Sxx* + *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2]} < 1

It follows that fitting the constant term when it is unnecessary inflates the variance of the least squares estimator if the mean of the regressor is not zero.

4. We could write the regression as *yi* = (α + λ) + β*xi* + (ε*i* - λ) = α\* + β*xi* + ε*i*\*. Then, we know that *E*[ε*i*\*] = 0, and that it is independent of *xi*. Therefore, the second form of the model satisfies all of our assumptions for the classical regression. Ordinary least squares will give unbiased estimators of α\* and β. As long as λ is not zero, the constant term will differ from α.

5. Let the constant term be written as *a* = Σ*idiyi* = Σ*idi*(α + β*xi* + ε*i*) = αΣ*idi* + βΣ*idixi* + Σ*idi*ε*i*. In order for *a* to be unbiased for all samples of *xi*, we must have Σ*idi* = 1 and Σ*idixi* = 0. Consider, then, minimizing the variance of *a* subject to these two constraints. The Lagrangean is

*L*\* = Var[*a*] + λ1(Σ*idi* - 1) + λ2Σ*idixi* where Var[*a*] = Σ*i*σ2*di*2.

Now, we minimize this with respect to *di*, λ1, and λ2. The (*n*+2) necessary conditions are

∂*L*\*/∂*di* = 2σ2*di* + λ1 + λ2*xi*, ∂*L*\*/∂λ1 = Σ*i**di* ‑ 1, ∂*L*\*/∂λ2 = Σ*i**dixi*

The first equation implies that *di* = [‑1/(2σ2)](λ1 + λ2*xi*).

Therefore, Σ*i**d*i = 1 = [‑1/(2σ2)][*n*λ1 + (Σ*i**x*i)λ2]

and Σ*i**dixi* = 0 = [‑1/(2σ2)][(Σ*i**xi*)λ1 + (Σ*i**xi*2)λ2].

We can solve these two equations for λ1 and λ2 by first multiplying both equations by ‑2σ2 then writing the resulting equations as![](data:image/x-wmf;base64,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)The solution is![](data:image/x-wmf;base64,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)

Note, first, that Σ*i**xi* = *n*![](data:image/x-wmf;base64,183GmgAAAAAAACABwAEECQAAAAD1XgEACQAAA6UAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gAAAAeAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlAAQAAFAAAAEwJQANYAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgqAAUoAAQAAAHgAjgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==) . Thus, the determinant of the matrix is *n*Σ*i**xi*2 ‑ (*n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA))2 = *n*(Σ*i**xi*2 ‑ *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2) = *nSxx* where *Sxx*![](data:image/x-wmf;base64,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). The solution is, therefore, ![](data:image/x-wmf;base64,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)

or λ1 = (-2σ2)(Σ*i**xi*2/*n*)/*Sxx*

λ2 = (2σ2![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA))/*Sxx*

Then, *di* = [Σ*i**xi*2/*n* - ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)*xi*]/*Sxx*

This simplifies if we writeΣ*xi*2 = *Sxx* + *n*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2, so Σ*i**xi*2/*n* = *Sxx*/*n* +![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)2. Then,

*di* = 1/*n* + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)(![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA) - *xi*)/*Sxx*, or, in a more familiar form, *di* = 1/*n* -![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA) (*xi* -![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA))/*Sxx*.

This makes the intercept term Σ*idiyi* = (1/*n*)Σ*iyi* - ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAGAHIAIBCQAAAABQWwEACQAAA9UCAAAEAKkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmAHEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////IAcAAN0BAAALAAAAJgYPAAwATWF0aFR5cGUAAGAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQClwDgBAUAAAATApcAgAUFAAAACQIAAAACBQAAABQCdwE4AhwAAAD7Al3+vQAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAO8XCnkkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAACh5AAAFAAAAFAJ3AaAFHAAAAPsCXf69AAAAAACQAQAAAAEAAgAQU3ltYm9sAH9AAAAA8RYKTSQCAX8tAgF/INADfwAAMAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAApeQAABQAAABQCswGiARwAAAD7Akf/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAMXlyAQUAAAAUAtAAAQEcAAAA+wJH/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55cgEFAAAAFAKzAfsAHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAQAAADwAQIADAAAADIKAAAAAAMAAABpaWlOVgKJA3IBBQAAABQCYAHLAhwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAgAEAAAA8AEBAAwAAAAyCgAAAAADAAAAeHh5exUCbwGAAgUAAAAUArMBQgEcAAAA+wJH/wAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAADvFwp8JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAD15cgEFAAAAFAJgATYAHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAH9AAAAA8RYKUCQCAX8tAgF/INADfwAAMAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABTLbMDgAKpAAAAJgYPAEgBTWF0aFR5cGVVVTwBBQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACBIWjA1MDAB0AAAsBAAIAg2kAAgSGPQA9AgCIMQAAAQACAINuAAAACgMAAQMAAQACAIN4AAMAGwAACwEAAgCDaQAAAQEACgIEhhIiLQIBg3gABgARAAACAJYoAAIAlikAAAIAg3kAAwAbAAALAQACAINpAAABAQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAP////8E5xIAJv4AfwQAAAAtAQMABAAAAPABAgADAAAAAAA=)/*Sxx* = ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBUAAUAAAATAlcA9AAFAAAACQIAAAACBQAAABQCIAFZABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHl5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA) - *b*![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAUABEwAAACYGDwAcAP////8AAE0AEAAAAMD////V////AAEAAFUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCVwBKAAUAAAATAlcA6gAFAAAACQIAAAACBQAAABQCIAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAHh5gAJyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQFEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////fOQSACb+AH8EAAAALQEDAAQAAADwAQEAAwAAAAAA) which was to be shown.

6. Let *q* = *E*[*Q*]. Then,  *q* = α + β*P*, or *P* = (‑α/β) + (1/β)*q*.

Using a well known result, for a linear demand curve, marginal revenue is *MR* = (‑α/β) + (2/β)*q*. The profit maximizing output is that at which marginal revenue equals marginal cost, or 10. Equating *MR* to 10 and solving for *q* produces *q* = α/2 + 5β, so we require a confidence interval for this combination of the parameters.

The least squares regression results are ![](data:image/x-wmf;base64,183GmgAAAAAAAGABIAICCQAAAABTXQEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAmABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+7////IAEAANsBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAiYBkQAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCgAExABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUXmAAnIAAAAmBg8A2QBNYXRoVHlwZVVVzQAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIBg1EABgAJAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAAE5xIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=) = 20.7691 ‑ .840583. The estimated covariance matrix of the coefficients is ![](data:image/x-wmf;base64,183GmgAAAAAAAMANAAQBCQAAAADQVwEACQAAA24BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAATADRIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+ADQAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ALAAEAAAALQEAAAkAAAAyCmwBiQEBAAAANwCgAA8AAAAyCmwBYQIFAAAAOTYxMjQAoACgAKAAoACgAAkAAAAyCmwBbggBAAAAMACgABAAAAAyCmwBQAkGAAAANjI0NTU5oACgAKAAoACgAKAACQAAADIKTAO4AQEAAAAwAKAAEAAAADIKTAOKAgYAAAA2MjQ1NTmgAKAAoACgAKAAoAAJAAAAMgpMA68HAQAAADAAoAASAAAAMgpMA4EIBwAAADA1NjQzNjEAoACgAKAAoACgAKAAoAAJAAAAMgpsASACAQAAAC4AUAAJAAAAMgpsAf8IAQAAAC4AUAAJAAAAMgpMA0kCAQAAAC4AUAAJAAAAMgpMA0AIAQAAAC4AUAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQEABAAAAPABAAAJAAAAMgpsAXkHAQAAAC0ArwAJAAAAMgpMA8MAAQAAAC0ArwAJAAAAMgqEAUAAAQAAAOkAegAJAAAAMgqjA0AAAQAAAOsAegAJAAAAMgq1AkAAAQAAAOoAegAJAAAAMgqEAQUNAQAAAPkAegAJAAAAMgqjAwUNAQAAAPsAegAJAAAAMgq1AgUNAQAAAPoAegAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). The estimate of *q* is 6.1816. The estimate of the variance of ![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBaQAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAE7ABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcXmAAnIAAAAmBg8A2QBNYXRoVHlwZVVVzQAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIBg3EABgAJAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAAE5xIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=) is (1/4)7.96124 + 25(.056436) + 5(‑.0624559) or 0.278415, so the estimated standard error is 0.5276. The 95% cutoff value for a *t* distribution with 13 degrees of freedom is 2.161, so the confidence interval is 6.1816 ‑ 2.161(.5276) to 6.1816 + 2.161(.5276) or 5.041 to 7.322.

7. a. The sample means are (1/100) times the elements in the first column of **X'X**. The sample covariance matrix for the three regressors is obtained as (1/99)[(**X′X**)*ij* ‑100![](data:image/x-wmf;base64,183GmgAAAAAAAGACAAIBCQAAAABwXgEACQAAA40BAAAEAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmACEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////IAIAALUBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCdwBKAAUAAAATAncA6gAFAAAAFAJ3AC8BBQAAABMCdwDPAQUAAAAJAgAAAAIFAAAAFAKTAdAAHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQEBAAoAAAAyCgAAAAACAAAAaWoMAXIBBQAAABQCQAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeHjlAIACiAAAACYGDwAFAU1hdGhUeXBlVVX5AAUBAAUBRFNNVDUAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEAAgGDeAAGABEAAwAbAAALAQACAINpAAABAQAKAgGDeAAGABEAAwAbAAALAQACAINqAAABAQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////aOcSACb+AH8EAAAALQEDAAQAAADwAQIAAwAAAAAA)].

Sample Var[**x**] = ![](data:image/x-wmf;base64,183GmgAAAAAAAKAR4AUACQAAAABRSgEACQAAAyYCAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AWgERIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gEQAAmAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AGQAEAAAALQEAAAkAAAAyCmABYAEBAAAAMQCgAA0AAAAyCmABHgIEAAAAMDEyN6AAoACgAKAACQAAADIKYAF+BgEAAAAwAKAAEAAAADIKYAFQBwYAAAAwNjk4OTmgAKAAoACgAKAAoAAJAAAAMgpgAUMMAQAAADAAoAAQAAAAMgpgAQcNBgAAADU1NTQ4OaAAoACgAKAAoACgAAkAAAAyCkADwAABAAAAMACgABAAAAAyCkADkgEGAAAAMDY5ODk5oACgAKAAoACgAKAACQAAADIKQAOBBgEAAAAwAKAAEAAAADIKQANTBwYAAAA3NTU5NjCgAKAAoACgAKAAoAAJAAAAMgpAAz8MAQAAADAAoAAQAAAAMgpAAxENBgAAADQxNzc3OKAAoACgAKAAoACgAAkAAAAyCiAFxwABAAAAMACgABAAAAAyCiAFiwEGAAAANTU1NDg5oACgAKAAoACgAKAACQAAADIKIAWBBgEAAAAwAKAAEAAAADIKIAVTBwYAAAA0MTc3NzigAKAAoACgAKAAoAAJAAAAMgogBTwMAQAAADAAoAAQAAAAMgogBQ4NBgAAADQ5Njk2OaAAoACgAKAAoACgAAkAAAAyCmAB3QEBAAAALgBQAAkAAAAyCmABDwcBAAAALgBQAAkAAAAyCmAB1AwBAAAALgBQAAkAAAAyCkADUQEBAAAALgBQAAkAAAAyCkADEgcBAAAALgBQAAkAAAAyCkAD0AwBAAAALgBQAAkAAAAyCiAFWAEBAAAALgBQAAkAAAAyCiAFEgcBAAAALgBQAAkAAAAyCiAFzQwBAAAALgBQABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCnABQAABAAAA6QB6AAkAAAAyCncFQAABAAAA6wB6AAkAAAAyCqECQAABAAAA6gB6AAkAAAAyCtIDQAABAAAA6gB6AAkAAAAyCgMFQAABAAAA6gB6AAkAAAAyCnAB0xABAAAA+QB6AAkAAAAyCncF0xABAAAA+wB6AAkAAAAyCqEC0xABAAAA+gB6AAkAAAAyCtID0xABAAAA+gB6AAkAAAAyCgMF0xABAAAA+gB6AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA) The simple correlation matrix is

![](data:image/x-wmf;base64,183GmgAAAAAAAMAN4AUACQAAAAAxVgEACQAAA6IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AXADRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+ADQAAmAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AEQAEAAAALQEAAAkAAAAyCmABEgIBAAAAMQCgAA8AAAAyCmABawUFAAAAMDc5NzEAoACgAKAAoACgAA8AAAAyCmAB5wkFAAAANzgwNDMAoACgAKAAoACgAA8AAAAyCkAD9gAFAAAAMDc5NzEAoACgAKAAoACgAAkAAAAyCkADhwYBAAAAMQCgAA8AAAAyCkAD3QkFAAAANjgxNjcAoACgAKAAoACgAA8AAAAyCiAF8wAFAAAANzgwNDMAoACgAKAAoACgAA8AAAAyCiAFXgUFAAAANjgxNjcAoACgAKAAoACgAAkAAAAyCiAFBgsBAAAAMQCgAAkAAAAyCmABKgUBAAAALgBQAAkAAAAyCmABpgkBAAAALgBQAAkAAAAyCkADtQABAAAALgBQAAkAAAAyCkADnAkBAAAALgBQAAkAAAAyCiAFsgABAAAALgBQAAkAAAAyCiAFHQUBAAAALgBQABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCnABQAABAAAA6QB6AAkAAAAyCncFQAABAAAA6wB6AAkAAAAyCqECQAABAAAA6gB6AAkAAAAyCtIDQAABAAAA6gB6AAkAAAAyCgMFQAABAAAA6gB6AAkAAAAyCnABAg0BAAAA+QB6AAkAAAAyCncFAg0BAAAA+wB6AAkAAAAyCqECAg0BAAAA+gB6AAkAAAAyCtIDAg0BAAAA+gB6AAkAAAAyCgMFAg0BAAAA+gB6AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA)

b. The vector of slopes is (**X′X**)-1**X′y** = [‑.4022, 6.123, 5.910, ‑7.525]**′**.

c. For the three short regressions, the coefficient vectors are

(1) one, *x*1, and *x*2: [‑.223, 2.28, 2.11]**′**

(2) one, *x*1, and *x*3 [‑.0696, .229, 4.025]**′**

(3) one, *x*2, and *x*3: [‑.0627, ‑.0918, 4.358]**′**

d. The magnification factors are

for *x*1: [(1/(99(1.01727)) / 1.129]2 = .094

for *x*2: [(1/99(.75596)) / 1.11]2 = .109

for *x*3: [(1/99(.496969))/ 4.292]2 = .068.

e. The problem variable appears to be *x*3 since it has the lowest magnification factor. In fact, all three are highly intercorrelated. Although the simple correlations are not excessively high, the three multiple correlations are .9912 for *x*1 on *x*2 and *x*3, .9881 for *x*2 on *x*1 and *x*3, and .9912 for *x*3 on *x*1 and *x*2.
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which is a nonnegative definite matrix. Therefore Var[**b**]-1 is larger than Var[**b**.z]-1, which implies that Var[**b**] is smaller.

Although the true variance of **b** is smaller than the true variance of **b**.z, it does not follow that the estimated variance will be. The estimated variances are based on *s*2, not the true σ2. The residual variance estimator based on the short regression is *s*2 = **e′e**/(*n* ‑ *K*) while that based on the regression which includes **z** is *s*z2 = **e**.z**′e**.z/(*n* ‑ *K* - 1). The numerator of the second is definitely smaller than the numerator of the first, but so is the denominator. It is uncertain which way the comparison will go. The result is derived in the previous problem. We can conclude, therefore, that if *t* ratio on *c* in the regression which includes **z** is larger than one in absolute value, then *s*z2 will be smaller than *s*2. Thus, in the comparison, Est.Var[**b**] = *s*2(**X′X**)-1 is based on a smaller matrix, but a larger scale factor than Est.Var[**b**.z] = *s*z2(**X′M**z**X**)-1. Consequently, it is uncertain whether the estimated standard errors in the short regression will be smaller than those in the long one. Note that it is not sufficient merely for the result of the previous problem to hold, since the relative sizes of the matrices also play a role. But, to take a polar case, suppose **z** and **X** were uncorrelated. Then, **XNM**z**X** equals **XNX**. Then, the estimated variance of **b**.z would be less than that of **b** without **z** even though the true variance is the same (assuming the premise of the previous problem holds). Now, relax this assumption while holding the *t* ratio on c constant. The matrix in Var[**b**.z] is now larger, but the leading scalar is now smaller. Which way the product will go is uncertain.

9. The *F* ratio is computed as [**b′X′Xb**/*K*]/[**e′e**/(*n* ‑ *K*)]. We substitute **e** = **Mε,** and

**b** = **β** + (**X′X**)-1**X**′**ε** = (**X′X**)-1**X**′**ε**. Then, *F* = [**ε′X**(**X′X**)-1**X′X**(**X′X**)-1**X′ε**/*K*]/[**ε ′Mε**/(*n* ‑ *K*)] =

[**ε′(I - M)ε**/*K*]/[**ε′Mε**/(*n* ‑ *K*)].

The exact expectation of *F* can be found as follows: *F* = [(*n*-*K*)/*K*][**ε′(I - M)ε**]/[**ε′Mε**]. So, its exact expected value is (*n*‑*K*)/*K* times the expected value of the ratio. To find that, we note, first, that **Mε** and

(**I - M**)ε are independent because **M**(**I - M**) = **0**. Thus, *E*{[**ε′(I - M)ε**]/[**ε′Mε**]} = *E*[**ε′(I- M)ε**]×*E*{1/[**ε′Mε**]}.

The first of these was obtained above, *E*[**ε′**(**I ‑ M**)**ε**] = *K*σ2. The second is the expected value of the reciprocal of a chi‑squared variable. The exact result for the reciprocal of a chi‑squared variable is

*E*[1/χ2(*n*‑*K*)] = 1/(*n* ‑ *K* ‑ 2). Combining terms, the exact expectation is *E*[*F*] = (*n* ‑ *K*) / (*n* ‑ *K* ‑ 2). Notice that the mean does not involve the numerator degrees of freedom.

10. We write **b** = β + (**X′X**)-1**X**′**ε**, so **b′b** = **β**′**β** +  **ε′X**(**X′X**)-1(**X′X**)-1**X′ε** + 2**β′**(**X′X**)-1X′ε. The expected value of the last term is zero, and the first is nonstochastic. To find the expectation of the second term, use the trace, and permute **ε′X** inside the trace operator. Thus,

E[**β′β**] = **β′β** + *E*[**ε′X**(**X′X**)-1(**X′X**)-1**X′ε**]

= **β′β** + *E*[*tr*{**ε′X**(**X′X**)-1(**X′X**)-1**X′ε**}]

= **β′β** + *E*[*tr*{(**X′X**)-1**X′εε′X**(**X′X**)-1}]

= **β′β** + *tr*[*E*{(**X′X**)-1**X′εε′X**(**X′X**)-1}]

= **β′β** + *tr*[(**X′X**)-1**X′***E*[**εε′**]**X**(**X′X**)-1]

= **β′β** + *tr*[(**X′X**)-1**X′**(σ2**I**)**X**(**X′X**)-1]

= **β′β** + σ2*tr*[(**X′X**)-1**X′X**(**X′X**)-1]

= **β′β** + σ2*tr*[(**X′X**)-1]

= **β′β** + σ2Σ*k* (1/λ*k* )

The trace of the inverse equals the sum of the characteristic roots of the inverse, which are the reciprocals of the characteristic roots of **X′X**.

11. The *F* ratio is computed as [**b′X′Xb**/*K*]/[**e′e**/(*n* ‑ *K*)]. We substitute **e** = **M,** and

**b** = **β** + (**X′X**)-1**X**′**ε** = (**X′X**)-1**X**′**ε**. Then, *F* = [**ε′X**(**X′X**)-1**X′X**(**X′X**)-1**X′ε**/*K*]/[**ε ′Mε**/(*n* ‑ *K*)] =

[**ε′(I - M)ε**/*K*]/[**ε′Mε**/(*n* ‑ *K*)]. The denominator converges to σ2 as we have seen before. The numerator is an idempotent quadratic form in a normal vector. The trace of (**I** ‑ **M**) is *K* regardless of the sample size, so the numerator is always distributed as σ2 times a chi‑squared variable with *K* degrees of freedom. Therefore, the numerator of *F* does not converge to a constant, it converges to σ2/*K* times a chi‑squared variable with *K* degrees of freedom. Since the denominator of *F* converges to a constant, σ2, the statistic converges to a random variable, (1/*K*) times a chi‑squared variable with *K* degrees of freedom.

12. We can write *ei* as *ei* = *yi* ‑ **b′x***i*  = (**β′x***i* + εi) ‑ **b′x***i* = ε*i*  + (**b** ‑ **β**)**′x***i*

We know that plim **b** = **β**, and **x***i* is unchanged as *n* increases, so as *n*→∞, *ei* is arbitrarily close to ε*i*.
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For the alternative estimator, ![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAGASCnAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAAE5xIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)= Σ*i**w*i*y*i, so *E*[![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAANMTCv4kAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)] = Σ*i**wiE*[*y*i] = Σ*i**wi*μ = μΣ*i**wi* = μ and Var[![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAJUMCiIkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)]= Σ*i**wi*2σ2 = σ2Σ*i**wi*2. The sum of squares of the weights is Σ*iwi*2 = Σ*i**i*2/[Σ*i**i*]2 = [*n*(*n*+1)(2*n*+1)/6]/[*n*(*n*+1)/2]2 = [2(*n*2 + 3*n*/2 + 1/2)]/[1.5*n*(*n*2 + 2*n* + 1)]. As *n*→∞, the fraction will be dominated by the term (1/*n*) and will tend to zero. This establishes the consistency of this estimator. The last expression also provides the asymptotic variance. The large sample variance can be found as Asy.Var[![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAMIVCt8kAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)] = (1/*n*)lim *n*→∞Var[![](data:image/x-wmf;base64,183GmgAAAAAAACAC4AECCQAAAADTXQEACQAAA9QAAAAEABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AEgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8D////gAQAAoAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAjUBSAAFAAAAEwIdAXAACQAAAPoCAAAgAAAAAAAAACIABAAAAC0BAQAFAAAAFAIlAXAABQAAABMCkAGoAAQAAAAtAQAABQAAABQCkAGwAAUAAAATAkgAAAEFAAAAFAJIAAABBQAAABMCSADFARUAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgACAAQAAAAtAQIACQAAADIKgAETAQEAAABuAKAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQMABAAAAPABAgADAAAAAAA=)(![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAANMTCrkkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)- μ)]. For the estimator above, we can use Asy.Var[![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAACkVCtAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)] = (1/*n*)lim *n*→∞*n*Var[![](data:image/x-wmf;base64,183GmgAAAAAAACAB4AECCQAAAADTXgEACQAAA0kBAAACAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASABEwAAACYGDwAcAP////8AAE0AEAAAAMD///+1////4AAAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUAjEBXAAcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAACIeYACBQAAABQCQAExABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAAJUMCtIkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbXmAAnIAAAAmBg8A2gBNYXRoVHlwZVVVzgAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIFhLwDbQYACQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB85BIAJv4AfwQAAAAtAQAABAAAAPABAQADAAAAAAA=)- μ] = (1/*n*)lim *n*→∞σ2[2(*n*2 + 3*n*/2 + 1/2)]/[1.5(*n*2 + 2*n* + 1)] = 1.3333σ2. Notice that this is unambiguously larger than the variance of the sample mean, which is the ordinary least squares estimator.

14. a. To solve this, we will use an extension of Exercise 5 in Chapter 3 (adding one row of data), and the necessary matrix result, (A-66b) in which **B**will be **X***m* and **C** will be **I**. Bypassing the matrix algebra, which will be essentially identical to the earlier exercise, we have

**b***c,m* = **b***c* + [**I** + **X**m(**X**c′**X**c)-1**X**m]-1(**X**c′**X**c)-1**X**m′(**y**m – **X**m**b**c)

But, in this case, **y**m is precisely **X**m**b**c, so the ending vector is zero. Thus, the coefficient vector is the same. b. The model applies to the first *n*c observations, so **b**c is the least squares estimator for those observations. Yes, it is unbiased.

c. The residuals at the second step are **e**c and (**X***m***b***c* – **X***m***b***c*) = (**e***c*′, **0**′)′. Thus, the sum of squares is the same at both steps.

d. The numerator of *s*2 is the same in both cases, however, for the second one, the degrees of freedom is larger. The first is unbiased, so the second one must be biased downward.

15. The proof is actually trivial. The result above (4-17) holds when *K*2 elements of **** are zero. That is all that is required.

16. The coefficient vector is **d** = (**Z′Z**)-1**Z′y**. As assumed, **Z** = **XC***L*, so **d** = (**C***L***′X′XC***L*)-1 **C***L***′X′y**. **y** = **X** + **ε**. Therefore, **d** = (**C***L***′X′XC***L*)-1 **C***L***′X′X** + (**C***L***′X′XC***L*)-1 **C***L***′X′ε**. The second term has expectation zero. Write the characteristic roots of **X′X** that partner with **C***L* as **Λ***L*. Then, by construction, (**C***L***′X′XC***L*) = **Λ***L* and **C***L***′X′X** = **Λ***L***C***L***′**. Therefore, *E*[**d**] = *E*[**Λ***L*-1**Λ***L***C***L***′**]**** + **0** = **C***L***′**.

17. Using the results in Table 4.6 and the data given for the exercise,

matrix ; c = [-8.42653 / 1.33373 / -0.16537] $

matrix ; v = [0.37434 / -0.05429, 0.00823 / -0.00974, -0.00075, 0.01626] $

calc ; s2 = 1.10266^2 $

calc ; h=35 ; w=39.4 $

calc ; la = log(h\*w) ; ar = h/w $

matrix ; x0=[1/la/ar] $

?For log area

calc ; list ; logyf = x0'c $

matrix ; list ; varyf = s2 + x0'\*v\*x0 $

calc ; list ; lower = logyf - 1.96\*sqr(varyf)

; upper = logyf + 1.96\*sqr(varyf) $

[CALC] LOWER = -1.0977513

[CALC] UPPER = 3.2342588

calc ; list ; mu0 = logyf $

calc ; list ; sp0 = sqr(varyf) $

? Naive confidence interval

calc ; list ; LO = exp(lower) $

calc ; list ; L1 = exp(lower) ; U1 = exp(upper) $

[CALC] MU0 = 1.0682538

[CALC] SP0 = 1.1051046

[CALC] LO = .3336204

[CALC] L1 = .3336204 <=== This is the naïve interval.

[CALC] U1 = 25.3875488

? Iterations, by trial and error.

calc ; delta = .005 $

proc $

calc ; LO = LO - delta $

calc ; flo = 1/(lo\*sp0\*sqr(2\*pi)) \* exp(-.5\*((log(lo)-mu0)/sp0)^2) $

calc ; plo = phi((log(lo)-mu0)/sp0)

; uo = exp(sp0\*inp(plo+.95)+mu0) $

calc ; fuo = 1/(uo\*sp0\*sqr(2\*pi)) \* exp(-.5\*((log(uo)-mu0)/sp0)^2) $

calc ; puo = 1-phi((log(uo)-mu0)/sp0) $

calc ; list ; lo;uo; flo-fuo ; plo ; puo $

endproc $

exec;n=20$

First 3...

[CALC] LO = .3286204

[CALC] UO = 25.0149757

[CALC] \*Result\*= .1544861

[CALC] PLO = .0242100

[CALC] PUO = .0257900

Calculator: Computed 5 scalar results

[CALC] LO = .3236204

[CALC] UO = 24.6631367

[CALC] \*Result\*= .1525084

[CALC] PLO = .0234314

[CALC] PUO = .0265686

Calculator: Computed 5 scalar results

[CALC] LO = .3186204

[CALC] UO = 24.3286542

[CALC] \*Result\*= .1504947

[CALC] PLO = .0226624

[CALC] PUO = .0273376

Iterations 58 and 59

Calculator: Computed 5 scalar results

[CALC] LO = .0436204

[CALC] UO = 17.9351365

[CALC] \*Result\*= .0008362

[CALC] PLO = .0000721

[CALC] PUO = .0499279

Calculator: Computed 5 scalar results

This is the solution. The 95% interval is much narrower than (.334,25.338)

**[CALC] LO = .0386204**

**[CALC] UO = 17.9301104**

[CALC] \*Result\*= -.0007449

[CALC] PLO = .0000459

[CALC] PUO = .0499541

**Applications**

?=======================================================================

? Chapter 4 Application 1

?=======================================================================

Read $

Year GasExp Pop Gasp Income PNC PUC PPT PD PN PS

1953 7.4 159565 16.668 8883 47.2 26.7 16.8 37.7 29.7 19.4

...

2004 224.5 293951 123.901 27113 133.9 133.3 209.1 114.8 172.2 222.8

Sample ; 1 - 52 $

Create ; G = 1000000\*gasexp/(gasp\*pop)$

Create ; t = year - 1952 $

Namelist ; X = one,income, gasp,pnc,puc,ppt,pd,pn,ps,t$

?=======================================================================

? a. Basic regression

?=======================================================================

Regress ; Lhs = g ; Rhs = X $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=G Mean = 4.935619 |

| Standard deviation = 1.059105 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 10 |

| Degrees of freedom = 42 |

| Residuals Sum of squares = .4985489 |

| Standard error of e = .1089505 |

| Fit R-squared = .9912852 |

| Adjusted R-squared = .9894177 |

| Model test F[ 9, 42] (prob) = 530.82 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| 1.10587817 .56937860 1.942 .0588

INCOME | .00021575 .517619D-04 4.168 .0001 16805.0577

GASP | -.01108386 .00397812 -2.786 .0080 51.3429615

PNC | .00057735 .01284414 .045 .9644 87.5673077

PUC | -.00587463 .00487032 -1.206 .2345 77.8000000

PPT | .00690726 .00483613 1.428 .1606 89.3903846

PD | .00122888 .01188175 .103 .9181 78.2692308

PN | .01269051 .01259799 1.007 .3195 83.5980769

PS | -.02802781 .00799625 -3.505 .0011 89.7769231

T | .07250369 .01418280 5.112 .0000 26.5000000

?=======================================================================

? b. Hypothesis that b(NC) = b(UC) $

?=======================================================================

Calc ; list ; (b(4)-b(5))/sqr(varb(4,4)+varb(5,5)-2\*varb(4,5)) $

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

Result = .494883

?=======================================================================

? c. Elasticities. In each case, elasticity = b\*xbar/ybar

?=======================================================================

Calc ; g2004 = g(52)$

Calc ; i2004 = income(52)$

Calc ; pg2004 = gasp(52)$

Calc ; ppt2004 = ppt(52)$

Calc ; list ; ei = b(2)\*i2004/g2004

; ep = b(3)\*pg2004/g2004

; eppt = b(6)\*ppt2004/g2004$

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

EI = .948988

EP = -.222792

EPPT = .234311

?=======================================================================

? d. Log regression

?=======================================================================

Create ; logg = log(g) ; logpg = log(gasp) ; logi = log(income)

; logpnc=log(pnc) ; logpuc = log(puc) ; logppt = log(ppt)

; logpd = log(pd) ; logpn = log(pn) ; logps = log(ps) $

Namelist ; LogX = one,logi,logpg,logpnc,logpuc,logppt,logpd,logpn,logps,t$

Regress ; lhs = logg ; rhs = logx $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LOGG Mean = 1.570475 |

| Standard deviation = .2388115 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 10 |

| Degrees of freedom = 42 |

| Residuals Sum of squares = .3812817E-01 |

| Standard error of e = .3012994E-01 |

| Fit R-squared = .9868911 |

| Adjusted R-squared = .9840821 |

| Model test F[ 9, 42] (prob) = 351.33 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -7.28719016 2.52056245 -2.891 .0061

LOGI | .99299135 .25037574 3.966 .0003 9.67214751

LOGPG | .06051812 .05401018 1.120 .2689 3.72930296

LOGPNC | -.15471632 .26696298 -.580 .5653 4.38036654

LOGPUC | -.48909058 .08519952 -5.741 .0000 4.10544881

LOGPPT | .01926966 .13644891 .141 .8884 4.14194132

LOGPD | 1.73205775 .25988611 6.665 .0000 4.23906603

LOGPN | -.72953933 .26506853 -2.752 .0087 4.23689080

LOGPS | -.86798166 .35291106 -2.459 .0181 4.17535768

T | .03797198 .00751371 5.054 .0000 26.5000000

?=======================================================================

? e. Correlations of Price Variables

?=======================================================================

Namelist ; Prices = pnc,puc,ppt,pd,pn,ps$

Matrix ; list ; xcor(prices) $

Correlation Matrix for Listed Variables

PNC PUC PPT PD PN PS

PNC 1.00000 .99387 .98074 .99327 .98853 .97849

PUC .99387 1.00000 .98242 .98783 .98220 .97685

PPT .98074 .98242 1.00000 .95847 .98986 .99751

PD .99327 .98783 .95847 1.00000 .97734 .95633

PN .98853 .98220 .98986 .97734 1.00000 .99358

PS .97849 .97685 .99751 .95633 .99358 1.00000

?=======================================================================

? f. Renormalizations of price variables

?=======================================================================

/\*

In the linear case, the coefficients would be divided by the same

scale factor, so that x\*b would be unchanged, where x is a variable

and b is the coefficient. In the loglinear case, since log(k\*x)=

log(k)+log(x), the renomalization would simply affect the constant

term. The price coefficients woulde be unchanged.

\*/

?=======================================================================

? g. Oaxaca decomposition

?=======================================================================

Dates ; 1953 $

Period ; 1953-1973 $

Matrix ; xb0 = Mean(logx)$

Regress ; lhs = logg ; rhs = logx $

Matrix ; b0 = b ; v0 = varb $

Calc ; yb0 = ybar $

Period ; 1974-2004 $

Matrix ; xb1 = mean(logx) $

Regress ; lhs = logg ; rhs = logx $

Matrix ; b1 = b ; v1 = varb $

Calc ; yb1 = ybar $

? Now the decomposition

Calc ; list ; dybar = yb1 - yb0 $ Total

Calc ; list ; dy\_dx = b1'xb1 - b1'xb0 $ Change due to change in x

Calc ; list ; dy\_db = b1'xb0 - b0'xb0 $

Matrix ; vdb = v1+v0 ; vdb = xb0'[vdb]xb0 $

Calc ; sdb = sqr(vdb)

; list ; lower = dy\_db - 1.96\*sqr(vdb)

; upper = dy\_db + 1.96\*sqr(vdb) $

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

DYBAR = .395377

DY\_DX = .122745

DY\_DB = .272631

LOWER = .184844

UPPER = .360419

?=======================================================================

? Chapter 4 Application 2

?=======================================================================

Create ; lc = log(cost/pf) ; lpl=log(pl/pf) ; lpk=log(pk/pf)$

Create ; lq = log(q) ; lqq = .5\*lq\*lq $

Namelist ; x = one,lq,lqq,lpk,lpl $

? a. Cost function

Regress; lhs = lc ; rhs = x ; printvc $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LC Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 5 |

| Degrees of freedom = 153 |

| Residuals Sum of squares = 2.904896 |

| Standard error of e = .1377906 |

| Fit R-squared = .9922222 |

| Adjusted R-squared = .9920189 |

| Model test F[ 4, 153] (prob) =4879.59 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -6.81816332 .25243920 -27.009 .0000

LQ | .40274543 .03148312 12.792 .0000 8.26548908

LQQ | .06089514 .00432530 14.079 .0000 35.7912728

LPK | .16203385 .04040556 4.010 .0001 .85978893

LPL | .15244470 .04659735 3.272 .0013 5.58162250

1 2 3 4 5

+----------------------------------------------------------------------

1| .06373 -.00238 .00031 .00399 -.01047

2| -.00238 .00099 -.00013 .00010 -.00020

3| .00031 -.00013 .1870819D-04 -.1493338D-04 .2453652D-04

4| .00399 .00010 -.1493338D-04 .00163 -.00102

5| -.01047 -.00020 .2453652D-04 -.00102 .00217

?=======================================================================

? b. capital price coefficient

?=======================================================================

Wald ; fn1 = 1 - b\_lpk - b\_lpl $

+-----------------------------------------------+

| WALD procedure. Estimates and standard errors |

| for nonlinear functions and joint test of |

| nonlinear restrictions. |

| Wald Statistic = 266.36109 |

| Prob. from Chi-squared[ 1] = .00000 |

+-----------------------------------------------+

+--------+--------------+----------------+--------+--------+

|Variable| Coefficient | Standard Error |b/St.Er.|P[|Z|>z]|

+--------+--------------+----------------+--------+--------+

Fncn(1) | .68552145 .04200352 16.321 .0000

?=======================================================================

? c. efficient scale

?=======================================================================

Wald ; fn1 = exp((1-b\_lq)/b\_lqq) $

+-----------------------------------------------+

| WALD procedure. Estimates and standard errors |

| for nonlinear functions and joint test of |

| nonlinear restrictions. |

| Wald Statistic = 21.74979 |

| Prob. from Chi-squared[ 1] = .00000 |

+-----------------------------------------------+

+--------+--------------+----------------+--------+--------+

|Variable| Coefficient | Standard Error |b/St.Er.|P[|Z|>z]|

+--------+--------------+----------------+--------+--------+

Fncn(1) | 18177.1045 3897.59890 4.664 .0000

Calc ; qstar = waldfns(1) ; vqstar = varwald(1,1)

; list ; lower = qstar - 1.96\*sqr(vqstar)

; upper = qstar + 1.96\*sqr(vqstar) $

?=======================================================================

? d. Raw data

?=======================================================================

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

LOWER = 10537.810653

UPPER = 25816.398344

Create ; output = q $

Sort ; lhs = output $

/\*

The estimated efficient scale is 18177. There are 25 firms in the sample that have output larger than this. As noted in the problem, many of the largest firms in the sample are aggregates of smaller ones, so it is difficult to draw a conclusion here. However, some of the largest firms (Southern, American Electric power) are singly counted, and are much larger than this scale. The important point is that much of the output in the sample is produced by firms that are smaller than this efficient scale. There are unexploited

economies of scale in this industry.

\*/

Chapter 5

Hypothesis Tests and Model Selection

**Exercises**

1. The estimated covariance matrix for the least squares estimator is

*s*2(**X′X**)-1 = ![](data:image/x-wmf;base64,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)

where *s*2 = 520/(29‑3) = 20. Then, the test may be based on *t* = (.4 + .9 - 1)/[.410 + .256 - 2(.051)]1/2 = .399. This is smaller than the critical value of 2.056, so we would not reject the hypothesis.

2. In order to compute the regression, we must recover the original sums of squares and cross products for **y**. These are **X′y** = **X′Xb** = [116, 29, 76]**′.** The total sum of squares is found using *R*2 = 1 ‑ **e′e**/**y′M**0**y**, so **y′M**0**y** = 520 / (52/60) = 600. The means are ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA8sAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9AAQAAkAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlgAQAAFAAAAEwJYANIAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgqAAUYAAQAAAHgAjgAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJQAEAAAALQECAAQAAADwAQEACQAAADIKmgHgAAEAAAAxAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAgADAAAAAAA=)= 0, ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA8sAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AGgARIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9gAQAAkAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlgAQAAFAAAAEwJYANYAFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABkABAAAAC0BAQAJAAAAMgqAAUoAAQAAAHgAjgAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AHQAEAAAALQECAAQAAADwAQEACQAAADIKmgHyAAEAAAAyAHAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAgADAAAAAAA=)= 0, ![](data:image/x-wmf;base64,183GmgAAAAAAACABIAIDCQAAAAASXQEACQAAA6UAAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIAIgARIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gAAAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlgAQAAFAAAAEwJYAN0AFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAB0ABAAAAC0BAQAJAAAAMgqAAVQAAQAAAHkAjgAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBuBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)= 4, so, **y′y** = 600 + 29(42) = 1064. The slope in the regression of **y** on **x**2 alone is *b*2 = 76/80, so the regression sum of squares is *b22*(80) = 72.2, and the residual sum of squares is 600 ‑ 72.2 = 527.8. The test based on the residual sum of squares is *F* = [(527.8 ‑ 520)/1]/[520/26] = .390. In the regression of the previous problem, the *t*‑ratio for testing the same hypothesis would be *t* = .4/(.410)1/2 = .624 which is the square root of .39.

3. For the current problem, **R** = [**0**,**I**] where **I** is the last *K*2 columns. Therefore, **R**(**X′X**)-1**R**′ is the lower right *K*2×*K*2 block of (**X′X**)-1. As we have seen before, this is (**X**2**′M**1**X**2)-1. Also, (**X′X**)-1**R′** is the last *K*2 columns of (**X′X**)-1. These are (**X′X**)-1**R′** = ![](data:image/x-wmf;base64,183GmgAAAAAAACASQAQACQAAAABxSAEACQAAA6ECAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQgEhIAAAAmBg8AGgD/////AAAQAAAAwP///6j////gEQAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAkAAAAyCrABvAABAAAALQBrAAkAAAAyCrAB4wEBAAAAWADmAAkAAAAyCrABwwMBAAAAWADmAAkAAAAyCrABxQYBAAAAWADmAAkAAAAyCrABpQgBAAAAWADmAAkAAAAyCrABrwoBAAAAWADmAAkAAAAyCrABmgwBAAAATQAuAQkAAAAyCrABUw4BAAAAWADmAAkAAAAyCpAD8AUBAAAAWADmAAkAAAAyCpAD2wcBAAAATQAuAQkAAAAyCpADlAkBAAAAWADmABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgApAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtECAQAAADEAcAAJAAAAMgoAArEEAQAAADEAcAAJAAAAMgoAArMHAQAAADEAcAAJAAAAMgoAAqEJAQAAADIAcAAJAAAAMgoAAqsLAQAAADIAcAAJAAAAMgoAAtgNAQAAADEAcAAJAAAAMgoAAk8PAQAAADIAcAAJAAAAMgrgA+wGAQAAADIAcAAJAAAAMgrgAxkJAQAAADEAcAAJAAAAMgrgA5AKAQAAADIAcAAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAQAAADwAQEACQAAADIKsAFmAQEAAAAoAGsACQAAADIKsAFbAwEAAAAnADkACQAAADIKsAE7BQEAAAApAGsACQAAADIKsAE9CAEAAAAnADkACQAAADIKsAEyCgEAAAAoAGsACQAAADIKsAE8DAEAAAAnADkACQAAADIKsAHgDwEAAAApAGsACQAAADIKkANzBQEAAAAoAGsACQAAADIKkAN9BwEAAAAnADkACQAAADIKkAMhCwEAAAApAGsAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKIAG9BQEAAAAtAHsACQAAADIKIAFiEAEAAAAtAHsACQAAADIKAAOjCwEAAAAtAHsAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKgAFAAAEAAADpAHoACQAAADIK5wNAAAEAAADrAHoACQAAADIKsQJAAAEAAADqAHoACQAAADIKsANAAAEAAADqAHoACQAAADIKgAFkEQEAAAD5AHoACQAAADIK5wNkEQEAAAD7AHoACQAAADIKsQJkEQEAAAD6AHoACQAAADIKsANkEQEAAAD6AHoAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADwABAAAAC0BAQAEAAAA8AEAAAkAAAAyCiABOAYBAAAAMQBwAAkAAAAyCiAB3RABAAAAMQBwAAkAAAAyCgADJQwBAAAAMQBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA) Finally, since **q** = **0**, **Rb** ‑ **q** = (**0b**1 + **Ib**2) ‑ **0** = **b**2. Therefore, the constrained estimator is

**b\* =** ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEAAQBCQAAAACQXgEACQAAA0wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAASABBIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9ABAAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEAAAkAAAAyCmwBvAABAAAAYgCxAAkAAAAyCkwDsgABAAAAYgCxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAZAAQAAAAtAQEABAAAAPABAAAJAAAAMgq8AXgBAQAAADEAcAAJAAAAMgqcA3wBAQAAADIAcAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAABAAAAPABAQAJAAAAMgqEAUAAAQAAAOkAegAJAAAAMgqjA0AAAQAAAOsAegAJAAAAMgq1AkAAAQAAAOoAegAJAAAAMgqEAQ8CAQAAAPkAegAJAAAAMgqjAw8CAQAAAPsAegAJAAAAMgq1Ag8CAQAAAPoAegAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEBAAQAAADwAQAACQAAADIKYAKbAgEAAAAgAFAACQAAADIKYAIxAwEAAAAtAGsACQAAADIKYALbAwEAAAAgAFAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQAABAAAAPABAQADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAACASQAQACQAAAABxSAEACQAAA6ECAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQgEhIAAAAmBg8AGgD/////AAAQAAAAwP///6j////gEQAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAkAAAAyCrABvAABAAAALQBrAAkAAAAyCrAB4wEBAAAAWADmAAkAAAAyCrABwwMBAAAAWADmAAkAAAAyCrABxQYBAAAAWADmAAkAAAAyCrABpQgBAAAAWADmAAkAAAAyCrABrwoBAAAAWADmAAkAAAAyCrABmgwBAAAATQAuAQkAAAAyCrABUw4BAAAAWADmAAkAAAAyCpAD8AUBAAAAWADmAAkAAAAyCpAD2wcBAAAATQAuAQkAAAAyCpADlAkBAAAAWADmABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgApAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtECAQAAADEAcAAJAAAAMgoAArEEAQAAADEAcAAJAAAAMgoAArMHAQAAADEAcAAJAAAAMgoAAqEJAQAAADIAcAAJAAAAMgoAAqsLAQAAADIAcAAJAAAAMgoAAtgNAQAAADEAcAAJAAAAMgoAAk8PAQAAADIAcAAJAAAAMgrgA+wGAQAAADIAcAAJAAAAMgrgAxkJAQAAADEAcAAJAAAAMgrgA5AKAQAAADIAcAAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAQAAADwAQEACQAAADIKsAFmAQEAAAAoAGsACQAAADIKsAFbAwEAAAAnADkACQAAADIKsAE7BQEAAAApAGsACQAAADIKsAE9CAEAAAAnADkACQAAADIKsAEyCgEAAAAoAGsACQAAADIKsAE8DAEAAAAnADkACQAAADIKsAHgDwEAAAApAGsACQAAADIKkANzBQEAAAAoAGsACQAAADIKkAN9BwEAAAAnADkACQAAADIKkAMhCwEAAAApAGsAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKIAG9BQEAAAAtAHsACQAAADIKIAFiEAEAAAAtAHsACQAAADIKAAOjCwEAAAAtAHsAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKgAFAAAEAAADpAHoACQAAADIK5wNAAAEAAADrAHoACQAAADIKsQJAAAEAAADqAHoACQAAADIKsANAAAEAAADqAHoACQAAADIKgAFkEQEAAAD5AHoACQAAADIK5wNkEQEAAAD7AHoACQAAADIKsQJkEQEAAAD6AHoACQAAADIKsANkEQEAAAD6AHoAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADwABAAAAC0BAQAEAAAA8AEAAAkAAAAyCiABOAYBAAAAMQBwAAkAAAAyCiAB3RABAAAAMQBwAAkAAAAyCgADJQwBAAAAMQBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA)(**X2′M1X2**)**b2,** where **b**1 and **b**2 are the multiple regression coefficients in the regression of **y** on both **X**1 and **X**2. Collecting terms, this produces **b\* =** ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEAAQBCQAAAACQXgEACQAAA0wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAASABBIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9ABAAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEAAAkAAAAyCmwBvAABAAAAYgCxAAkAAAAyCkwDsgABAAAAYgCxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAZAAQAAAAtAQEABAAAAPABAAAJAAAAMgq8AXgBAQAAADEAcAAJAAAAMgqcA3wBAQAAADIAcAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAABAAAAPABAQAJAAAAMgqEAUAAAQAAAOkAegAJAAAAMgqjA0AAAQAAAOsAegAJAAAAMgq1AkAAAQAAAOoAegAJAAAAMgqEAQ8CAQAAAPkAegAJAAAAMgqjAw8CAQAAAPsAegAJAAAAMgq1Ag8CAQAAAPoAegAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEBAAQAAADwAQAACQAAADIKYAKbAgEAAAAgAFAACQAAADIKYAIxAwEAAAAtAGsACQAAADIKYALbAwEAAAAgAFAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQAABAAAAPABAQADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAEAMQAQACQAAAAARVgEACQAAA/8BAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQARADBIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8ADAAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ARQAEAAAALQEAAAkAAAAyCrABvAABAAAALQBrAAkAAAAyCrAB6AEBAAAAWADmAAkAAAAyCrABvwMBAAAAWADmAAkAAAAyCrAByQYBAAAAWADmAAkAAAAyCrABoAgBAAAAWADmAAkAAAAyCrABFQoBAAAAYgCxAAkAAAAyCpADZwUBAAAAYgCxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgARAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtgCAQAAADEAcAAJAAAAMgoAAq8EAQAAADEAcAAJAAAAMgoAArkHAQAAADEAcAAJAAAAMgoAAp4JAQAAADIAcAAJAAAAMgoAAt4KAQAAADIAcAAJAAAAMgrgAzAGAQAAADIAcAAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ANAAEAAAALQEAAAQAAADwAQEACQAAADIKsAFrAQEAAAAoAGsACQAAADIKsAFkAwEAAAAnADkACQAAADIKsAE7BQEAAAApAGsACQAAADIKsAFFCAEAAAAnADkAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKIAG/BQEAAAAtAHsAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKgAFAAAEAAADpAHoACQAAADIK5wNAAAEAAADrAHoACQAAADIKsQJAAAEAAADqAHoACQAAADIKsANAAAEAAADqAHoACQAAADIKgAF1CwEAAAD5AHoACQAAADIK5wN1CwEAAAD7AHoACQAAADIKsQJ1CwEAAAD6AHoACQAAADIKsAN1CwEAAAD6AHoAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABEABAAAAC0BAQAEAAAA8AEAAAkAAAAyCiABOgYBAAAAMQBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA). But, we have from (3-18) that **b**1 = (**X**1**′X**1)-1**X**1**′y** - (**X**1**′X**1)-1**X**1**′X**2**b**2 so the preceding reduces to **b\* =** ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJQAQBCQAAAAAwUwEACQAAA9IBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQARgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8gCQAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ANQAEAAAALQEAAAkAAAAyCrABvAABAAAAKABrAAkAAAAyCrABsQIBAAAAJwA5AAkAAAAyCrABkQQBAAAAKQBrAAkAAAAyCrABkwcBAAAAJwA5ABUAAAD7AsD+AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCAAAQAAAAtAQEABAAAAPABAAAJAAAAMgqwATkBAQAAAFgA5gAJAAAAMgqwARkDAQAAAFgA5gAJAAAAMgqwARsGAQAAAFgA5gAJAAAAMgqwAfsHAQAAAHkAoAAJAAAAMgqQA10EAQAAADAAoAAVAAAA+wIg/wAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ANAAEAAAALQEAAAQAAADwAQEACQAAADIKAAInAgEAAAAxAHAACQAAADIKAAIHBAEAAAAxAHAACQAAADIKAAIJBwEAAAAxAHAAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKIAETBQEAAAAtAHsAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKgAFAAAEAAADpAHoACQAAADIK5wNAAAEAAADrAHoACQAAADIKsQJAAAEAAADqAHoACQAAADIKsANAAAEAAADqAHoACQAAADIKgAGgCAEAAAD5AHoACQAAADIK5wOgCAEAAAD7AHoACQAAADIKsQKgCAEAAAD6AHoACQAAADIKsAOgCAEAAAD6AHoAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADUABAAAAC0BAQAEAAAA8AEAAAkAAAAyCiABjgUBAAAAMQBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA) which was to be shown.

If, instead, the restriction is **β**2 = **β**20then the preceding is changed by replacing **Rβ** ‑ **q** = **0** with

**Rβ** ‑ **β**20 = **0**. Thus, **Rb** ‑ **q** = **b**2 ‑ **β**20**.** Then, the constrained estimator is

**b\* =** ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEAAQBCQAAAACQXgEACQAAA0wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAASABBIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9ABAAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEAAAkAAAAyCmwBvAABAAAAYgCxAAkAAAAyCkwDsgABAAAAYgCxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAZAAQAAAAtAQEABAAAAPABAAAJAAAAMgq8AXgBAQAAADEAcAAJAAAAMgqcA3wBAQAAADIAcAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAABAAAAPABAQAJAAAAMgqEAUAAAQAAAOkAegAJAAAAMgqjA0AAAQAAAOsAegAJAAAAMgq1AkAAAQAAAOoAegAJAAAAMgqEAQ8CAQAAAPkAegAJAAAAMgqjAw8CAQAAAPsAegAJAAAAMgq1Ag8CAQAAAPoAegAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAgAEAAAALQEBAAQAAADwAQAACQAAADIKYAKbAgEAAAAgAFAACQAAADIKYAIxAwEAAAAtAGsACQAAADIKYALbAwEAAAAgAFAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQAABAAAAPABAQADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAACASQAQACQAAAABxSAEACQAAA6ECAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQgEhIAAAAmBg8AGgD/////AAAQAAAAwP///6j////gEQAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAkAAAAyCrABvAABAAAALQBrAAkAAAAyCrAB4wEBAAAAWADmAAkAAAAyCrABwwMBAAAAWADmAAkAAAAyCrABxQYBAAAAWADmAAkAAAAyCrABpQgBAAAAWADmAAkAAAAyCrABrwoBAAAAWADmAAkAAAAyCrABmgwBAAAATQAuAQkAAAAyCrABUw4BAAAAWADmAAkAAAAyCpAD8AUBAAAAWADmAAkAAAAyCpAD2wcBAAAATQAuAQkAAAAyCpADlAkBAAAAWADmABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgApAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAtECAQAAADEAcAAJAAAAMgoAArEEAQAAADEAcAAJAAAAMgoAArMHAQAAADEAcAAJAAAAMgoAAqEJAQAAADIAcAAJAAAAMgoAAqsLAQAAADIAcAAJAAAAMgoAAtgNAQAAADEAcAAJAAAAMgoAAk8PAQAAADIAcAAJAAAAMgrgA+wGAQAAADIAcAAJAAAAMgrgAxkJAQAAADEAcAAJAAAAMgrgA5AKAQAAADIAcAAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4APAAEAAAALQEAAAQAAADwAQEACQAAADIKsAFmAQEAAAAoAGsACQAAADIKsAFbAwEAAAAnADkACQAAADIKsAE7BQEAAAApAGsACQAAADIKsAE9CAEAAAAnADkACQAAADIKsAEyCgEAAAAoAGsACQAAADIKsAE8DAEAAAAnADkACQAAADIKsAHgDwEAAAApAGsACQAAADIKkANzBQEAAAAoAGsACQAAADIKkAN9BwEAAAAnADkACQAAADIKkAMhCwEAAAApAGsAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKIAG9BQEAAAAtAHsACQAAADIKIAFiEAEAAAAtAHsACQAAADIKAAOjCwEAAAAtAHsAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKgAFAAAEAAADpAHoACQAAADIK5wNAAAEAAADrAHoACQAAADIKsQJAAAEAAADqAHoACQAAADIKsANAAAEAAADqAHoACQAAADIKgAFkEQEAAAD5AHoACQAAADIK5wNkEQEAAAD7AHoACQAAADIKsQJkEQEAAAD6AHoACQAAADIKsANkEQEAAAD6AHoAFQAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADwABAAAAC0BAQAEAAAA8AEAAAkAAAAyCiABOAYBAAAAMQBwAAkAAAAyCiAB3RABAAAAMQBwAAkAAAAyCgADJQwBAAAAMQBwAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA)(**X2′M1X2**)(**b2 - β**20)

or

**b\* =** ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAQCCQAAAADzXgEACQAAA0wBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAATgBBIAAAAmBg8AGgD/////AAAQAAAAwP///6T///+gBAAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAVAAAA+wLA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AMAAEAAAALQEAAAkAAAAyCmwBvQABAAAAYgCxAAkAAAAyCkwDsgABAAAAYgCxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBsRAQAAAAtAQEABAAAAPABAAAJAAAAMgq8AXkBAQAAADEAcAAJAAAAMgqcA3wBAQAAADIAcAAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAABAAAAPABAQAJAAAAMgqEAUAAAQAAAOkAegAJAAAAMgqjA0AAAQAAAOsAegAJAAAAMgq1AkAAAQAAAOoAegAJAAAAMgqEARECAQAAAPkAegAJAAAAMgqjAxECAQAAAPsAegAJAAAAMgq1AhECAQAAAPoAegAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AMAAEAAAALQEBAAQAAADwAQAACQAAADIKYAKdAgEAAAAgAFAACQAAADIKYAI9AwEAAAArALQACQAAADIKYAIzBAEAAAAgAFAACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQAABAAAAPABAQADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAAAPQAQACQAAAABRVQEACQAAA6ECAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQADxIAAAAmBg8AGgD/////AAAQAAAAwP///6j////ADgAA6AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ARDAEAAAALQEAAAkAAAAyCrABvAABAAAAKABrAAkAAAAyCrABsQIBAAAAJwA5AAkAAAAyCrABkQQBAAAAKQBrAAkAAAAyCrABkwcBAAAAJwA5AAkAAAAyCrABiAkBAAAAKABrAAkAAAAyCrAB0g0BAAAAKQBrAAkAAAAyCpADnwkBAAAAKQBrABUAAAD7AsD+AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAZAAQAAAAtAQEABAAAAPABAAAJAAAAMgqwATkBAQAAAFgA5gAJAAAAMgqwARkDAQAAAFgA5gAJAAAAMgqwARsGAQAAAFgA5gAJAAAAMgqwAfsHAQAAAFgA5gAJAAAAMgqwAfEJAQAAAGIAsQAJAAAAMgqQA6oGAQAAACAAUAAJAAAAMgqQA0AHAQAAAC0AawAKAAAAMgqQA/QHAgAAACBiUACxABUAAAD7AiD/AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBEMAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAicCAQAAADEAcAAJAAAAMgoAAgcEAQAAADEAcAAJAAAAMgoAAgkHAQAAADEAcAAJAAAAMgoAAvcIAQAAADIAcAAJAAAAMgoAArsKAQAAADIAcAAJAAAAMgrgAw4JAQAAADIAcAAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQEABAAAAPABAAAJAAAAMgogARMFAQAAAC0AewAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAABAAAAPABAQAJAAAAMgqwAYoLAQAAAC0ArwAJAAAAMgqAAUAAAQAAAOkAegAJAAAAMgrnA0AAAQAAAOsAegAJAAAAMgqxAkAAAQAAAOoAegAJAAAAMgqwA0AAAQAAAOoAegAJAAAAMgqAAUkOAQAAAPkAegAJAAAAMgrnA0kOAQAAAPsAegAJAAAAMgqxAkkOAQAAAPoAegAJAAAAMgqwA0kOAQAAAPoAegAVAAAA+wIg/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AGQAEAAAALQEBAAQAAADwAQAACQAAADIKIAGOBQEAAAAxAHAACQAAADIKAAI9DQEAAAAyAHAACQAAADIKIAE9DQEAAAAwAHAACQAAADIK4AMkBgEAAAAyAHAACQAAADIKAAMkBgEAAAAwAHAAEAAAAPsCwP4AAAAAAAC8AgAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKsAFyDAEAAABiAK8ACQAAADIKkANZBQEAAABiAK8AFQAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAEQwBAAAAC0BAQAEAAAA8AEAAAkAAAAyCpAD7wQBAAAAKABrAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEAAAQAAADwAQEAAwAAAAAA)

Using the result of the previous paragraph, we can rewrite the first part as

**b1\*** = (**X**1**′X**1)-1**X**1**′y** - (**X**1**′X**1)-1**X**1**′X**2**β20** = (**X**1**′X**1)-1**X**1**′**(**y** - **X**2**β**20)

which was to be shown.

4. By factoring the result in (5‑23), we obtain **b**\* = [**I** ‑ **CR**]**b** + **w** where **C** = (**X′X**)-1**R′**[**R**(**X′X**)-1**R′**]-1 and **w** = **Cq**. The covariance matrix of the least squares estimator is

Var[**b**\*] = [**I** ‑ **CR**]σ2(**X′X**)-1[**I** ‑ **CR**]**′**

= σ2(**X′X**)-1 + σ2**CR**(**X′X**)-1**R′C′** ‑ σ2**CR**(**X′X**)-1 ‑ σ2(**X′X**)-1**R′C′**.

By multiplying it out, we find that **CR**(**X′X**)-1 = (**X′X**)-1**R′**(**R**(**X′X**)-1**R′**)-1**R**(**X′X**)-1 = **CR**(**X′X**)-1**R′C′**

so Var[**b**\*] = σ2(**X′X**)-1 ‑ σ2**CR**(**X′X**)-1**R′C′** = σ2(**X′X**)-1 ‑ σ2(**X′X**)-1**R′**[**R**(**X′X**)-1**R′]**-1**R**(**X′X**)-1

This may also be written as Var[**b**\*] = σ2(**X′X**)-1{**I** ‑ **R′**(**R**(**X′X**)-1**R′**)-1**R**(**X′X**)-1}

= σ2(**X′X**)-1{[σ2(**X′X**)-1]-1 ‑ **R′**[**R**σ2(**X′X**)-1**R′**]-1**R**}σ2(**X′X**)-1

Since Var[**Rb**] = **R**σ2(**X′X**)-1**R′** this is the answer we seek.

5. The variance of the restricted least squares estimator is given in the second equation in the previous exercise. We know that this matrix is positive definite, since it is derived in the form **B′**σ2(**X′X**)-1**B′**, and σ2(**X′X**)-1 is positive definite. Therefore, it remains to show only that the matrix subtracted from Var[**b**] to obtain Var[**b**\*] is positive definite. Consider, then, a quadratic form in Var[**b**\*]

**z′**Var[**b**\*]**z** = **z′**Var[**b**]**z** ‑ σ2**z′**(**X′X**)-1(**R′**[**R**(**X′X**)-1**R′**]-1**R**)(**X′X**)-1**z**

= **z′**Var[**b**]**z** ‑ **w′**[**R**(**X′X**)-1**R′**]-1**w** where **w** = σ**R**(**X′X**)-1**z**.

It remains to show, therefore, that the inverse matrix in brackets is positive definite. This is obvious since its inverse is positive definite. This shows that every quadratic form in Var[**b**\*] is less than a quadratic form in Var[**b**] in the same vector.

6. The result follows immediately from the result which precedes (5‑28). Since the sum of squared residuals must be at least as large, the coefficient of determination, *COD* = 1 ‑ sum of squares / Σ*i* (*yi* -![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAAzIBAAAEAGsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABEwAAACYGDwAcAP////8AAE4AEAAAAMD////N////IAEAAK0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAARAAAAAAAAAgQAAAAtAQAABQAAABQCZQBWAAUAAAATAmUABgEFAAAACQIAAAACBQAAABQCQAFbABwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAgqfN3KanzdyAw9Xf5DWbCBAAAAC0BAQAJAAAAMgoAAAAAAQAAAHl5wAJrAAAAJgYPAMsATWF0aFR5cGVVVb8ABQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQABAAEAAwAACgEAAgGDeQAGABEAAAAACwAAACYGDwAMAP////8BAAAAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+Q1mwgAACgAhAIoBAAAAAP////8A5xIABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==))2,

must be no larger.

7. For convenience, let **F** = [**R**(**X′X**)-1**R′**]-1. Then, **λ** = **F**(**Rb** ‑ **q**) and the variance of the vector of Lagrange multipliers is Var[**λ**] = **FR**σ2(**X′X**)-1**R′F** = σ2**F**. The estimated variance is obtained by replacing σ2 with *s*2. Therefore, the chi‑squared statistic is

χ2 = (**Rb** ‑ **q**) **′F′**(*s*2**F**)-1**F**(**Rb** ‑ **q**) = (**Rb** ‑ **q**) **′**[(1/*s*2)**F**](**Rb** ‑ **q**)

= (**Rb** ‑ **q**) **′**[**R**(**X′X**)-1**R′**]-1(**Rb** ‑ **q**)/[**e′e**/(*n* ‑ *K*)]

This is exactly *J* times the *F* statistic defined in (5‑19) and (5‑20). Finally, *J* times the *F* statistic in (5‑20) equals the expression given above.

8. We use (5‑28) to find the new sum of squares. The change in the sum of squares is

**e**\***′e**\* ‑ **e′e** = (**Rb** ‑ **q**) **′**[**R**(**X′X**)-1**R′**]-1(**Rb** ‑ **q**)

For this problem, (**Rb** ‑ **q**) = *b*2 + *b*3 ‑ 1 = .3. The matrix inside the brackets is the sum of the 4 elements in the lower right block of (**X′X**)-1. These are given in Exercise 1, multiplied by *s*2 = 20. Therefore, the required sum is [**R**(**X′X**)-1**R′**] = (1/20)(.410 + .256 ‑ 2(.051)) = .028. Then, the change in the sum of squares is

.32 / .028 = 3.215. Thus, **e′e** = 520, **e**\***′e**\* = 523.215, and the chi‑squared statistic is 26[523.215/520 ‑ 1] = .16. This is quite small, and would not lead to rejection of the hypothesis. Note that for a single restriction, the Lagrange multiplier statistic is equal to the *F* statistic which equals, in turn, the square of the *t* statistic used to test the restriction. Thus, we could have obtained this quantity by squaring the .399 found in the first problem (apart from some rounding error).

9. First, use (5‑28) to write **e\*′e\*** = **e′e** + (**Rb** ‑ **q**)**′**[**R**(**X′X**)-1**R′**]-1(**Rb** ‑ **q**). Now, the result that *E*[**e′e**] = (*n* ‑ *K*)σ2 obtained in (4-17) must hold here, so *E*[**e\*′e\***] = (*n* ‑ *K*)σ2 + *E*[(**Rb** ‑ **q**)**′**[**R**(**X′X**)-1**R′**]-1(**Rb** ‑ **q**)].

Now, **b** = **β** + (**X′X**)-1**X′ε**, so **Rb** ‑ **q** = **Rβ** ‑ **q** + **R**(**X′X**)-1**X′ε**. But, **Rβ** ‑ **q** = **0**, so under the hypothesis, **Rb** ‑ **q** = **R**(**X′X**)-1**X′ε**. Insert this in the result above to obtain

*E*[**e\*′e\***] = (*n*‑*K*)σ2 + *E*[**ε′X**(**X′X**)-1**R′**[**R**(**X′X**)-1**R′**]-1**R**(**X′X**)-1**X′ε**]. The quantity in square brackets is a scalar, so it is equal to its trace. Permute **ε′X**(**X′X**)-1**R′** in the trace to obtain

*E*[**e\*′e\***] = (*n* ‑ *K*)σ2 + *E*[*tr*{[**R**(**X′X**)-1**R′**]-1**R**(**X′X**)-1**X′εε′X**(**X′X**)-1**R′**]}

We may now carry the expectation inside the trace and use E[**εε′**] = σ2**I** to obtain

*E*[**e\*′e\***] = (*n ‑ K*)σ2 + tr{[**R**(**X′X**)-1**R′**]-1**R**(**X′X**)-1**X′**σ2**IX**(**X′X**)-1**R′**]}

Carry the σ2 outside the trace operator, and after cancellation of the products of matrices times their inverses, we obtain *E*[**e\*′e\***] = (*n ‑ K*)σ2 + σ2tr[**I***J*] = (*n* ‑ *K* + *J*)σ2.

10. Show that in the multiple regression of **y** on a constant, **x**1, and **x**2, while imposing the restriction

β1 + β2 = 1 leads to the regression of **y** ‑ **x**1 on a constant and **x**2 ‑ **x**1.

For convenience, we put the constant term last instead of first in the parameter vector. The constraint is **Rb ‑ q** = **0** where **R** = [1 1 0] so **R**1 = [1] and **R**2 = [1,0]. Then, β1 = [1]-1[1 ‑ β2] = 1 ‑ β2. Thus, **y** = (1 ‑ β2)**x**1 + β2**x**2 + α**i** + **ε** or **y** ‑ **x**1 = β2(**x**2 ‑ **x**1) + α**i** + **ε**.

11. If the regression model is **y** =**X**1****1 + **X**2****2 + **ε**, and **y** is regressed on **X**1 alone, then E[**b**1] = ****1 + **P**1.2****2. The prediction will be **y** = **X**1**b**1. The prediction error will be **e**1 = (**y** – **X**1**b**1) = (**X**1****1 + **X**2****2 + **ε** - **X**1**b**1). The expected value of the prediction error is E[**e**1|*X*1] = E[{**X**1(****1 – **b**1) + **X**2****2 + **ε**}|**X**1]. Taking the three parts separately, E[{**X**1(****1 – **b**1)|**X**1] = **X**1****1 – **X**1****1 - **X**1**P**1.2****2; E[**X**2****2|**X**1] = E[X2|**X**1]****2; E[**ε**|**X**1] = **0**. Thus,

E[**e**1] = E[**X**2|**X**1]****2 – **X**1**P**1.2****2. There is more that can be said at this point. The problem assumes that E[**X**2|**X**1] is linear. It follows that the matrix **P**1.2 actually estimates the slopes in these linear functions. Thus, **P**1.2 estimates this linear function, **Π**1.2 and the forecast error is generally **X**1(**Π**1.2 – **P**1.2). This has expectation zero if the linear regression of columns of **X**2 on X1 produces unbiased estimators of the columns of **Π**1.2. The end result is that omission of variables **X**2 from the regression does not necessarily produce biased forecasts; the forecast error does not necessarily have a nonzero mean. It depends on how **X**1 predicts **X**2.

The result cited is E[b1] = β1 + P1.2β2 where P1.2 = (X1′X1)-1X1′X2, so the coefficient estimator is biased. If the conditional mean function *E*[X2|X1] is a linear function of X1, then the sample estimator P1.2 actually is an unbiased estimator of the slopes of that function. (That result is Theorem B.3, equation (B-68), in another form). Now, write the model in the form

y = X1β1 + E[X2|X1]β2 + ε + (X2 - E[X2|X1])β2

So, when we regress y on X1 alone and compute the predictions, we are computing an estimator of

X1(β1 + P1.2β2) = X1β1 + E[X2|X1]β2. Both parts of the compound disturbance in this regression ε and

**(X2 - E[X2|X1])β2** have mean zero and are uncorrelated with **X**1 and E[**X**2|**X**1], so the prediction error has mean zero. The implication is that the forecast is unbiased. Note that this is not true if E[**X**2|X1] is nonlinear, since **P**1.2 does not estimate the slopes of the conditional mean in that instance. The generality is that leaving out variables wil bias the coefficients, but need not bias the forecasts. It depends on the relationship between the conditional mean function E[**X**2|**X**1] and **X**1**P**1.2.

12. The “long” estimator, b1.2 is unbiased, so its mean squared error equals its variance, σ2(X1′M2X1)-1

The short estimator, b1 is biased; E[b1] = β1 + P1.2β2. It’s variance is σ2(X1′X1)-1. It’s easy to show that this latter variance is smaller. You can do that by comparing the inverses of the two matrices. The inverse of the first matrix equals the inverse of the second one minus a positive definite matrix, which makes the inverse smaller hence the original matrix is larger - Var[b1.2] > Var[b1]. But, since b1 is biased, the variance is not its mean squared error. The mean squared error of b1 is Var[b1] + bias×bias′. The second term is P1.2β2β2′P1.2′. When this is added to the variance, the sum may be larger or smaller than Var[b1.2]; it depends on the data and on the parameters, β2. The important point is that the mean squared error of the biased estimator *may* be smaller than that of the unbiased estimator.

13. The log likelihood function at the maximum is

ln*L* = -*n*/2[1 + ln2π + ln(e′e/*n*)]

= -*n*/2{1 + ln2π + ln[*nSyy*(1 – *R*2)]}

= -*n*/2{1 + ln2π + ln(*nSyy*) + ln(1-*R*2)} where *Syy* = ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA8sCAAAEAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqAGEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////YAYAAL0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQClwDPBAUAAAATApcAbwUFAAAACQIAAAACBQAAABQC0AD0BRwAAAD7Akf/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAADJ5cgEFAAAAFAKzAaIBHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuACQCAX8tAgF/INADfwAAMAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAxeXIBBQAAABQCYAEaAhwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAKClkA4ACBQAAABQC0AABARwAAAD7Akf/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbilyAQUAAAAUArMB+wAcAAAA+wJH/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAGlpOwJyAQUAAAAUAmABqwIcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAHl5KQKAAgUAAAAUArMBQgEcAAAA+wJH/wAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAACnEwq+JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAD15cgEFAAAAFAJgATYAHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAH9AAAAALQ4K3SQCAX8tAgF/INADfwAAMAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABTLZgDgAKiAAAAJgYPADoBTWF0aFR5cGVVVS4BBQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgACAAIAAQEBAAMAAQAEAAAKAQACBIWjA1MDAB0AAAsBAAIAg2kAAgSGPQA9AgCIMQAAAQACAINuAAAACgIAgigAAgCDeQADABsAAAsBAAIAg2kAAAEBAAoCBIYSIi0CAYN5AAYAEQACAIIpAAMAHAAACwEBAQACAIgyAAAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////BOcSACb+AH8EAAAALQEDAAQAAADwAQIAAwAAAAAA)

since *R*2 = 1 - e′e/Syy . The derivative of this expression is ∂ln*L*/∂*R*2 = (-*n*/2){1/(1-*R*2)}(-1) which is always positive. Therefore, the log likelihood increases when *R*2 increases.

14. An inconvenient way to obtain the result is by repeated substitution of *Ct*-1, then *Ct*-2 and so on. It is much easier and faster to introduce the lag operator used in Chapter 20. Thus, the alternative model is

*Ct* = γ1 + γ2*Yt* + γ3*LCt* + ε1*t* where LCt = Ct-1.

Then, (1 – γ3*L*)*Ct* = γ1 + γ2*Yt* + ε1*t*.  
Now, multiply both sides of the equation by 1/(1-γ3*L*) = 1 + γ3*L* + γ32*L*2 + … to obtain

***Ct =* γ1/(1 - γ3) + γ2*Yt* + γ2γ3*Yt*-1 + ![](data:image/x-wmf;base64,183GmgAAAAAAAIACAAICCQAAAACTXgEACQAAA8sBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoACEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////QAIAAL0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUArMB0wEcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAyeXIBBQAAABQCswEDARwAAAD7Akf/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAc3lyAQUAAAAUAtAA/gAcAAAA+wJH/wAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAACHEAp9JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKV5cgEFAAAAFAKzAV4BCQAAADIKAAAAAAEAAAA9eXIBBQAAABQCYAE2ABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAADYSCickAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAU3mAAoIAAAAmBg8A+QBNYXRoVHlwZVVV7QAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDcwACBIY9AD0CAIgyAAABAAIEhh4ipQAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAATnEgAm/gB/BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)γ2γ3*sYt-s* + ![](data:image/x-wmf;base64,183GmgAAAAAAAIACAAICCQAAAACTXgEACQAAA8sBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoACEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////QAIAAL0BAAALAAAAJgYPAAwATWF0aFR5cGUAAFAABQAAAAkCAAAAAgUAAAAUArMB0AEcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AJAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAweXIBBQAAABQCswEDARwAAAD7Akf/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAc3lyAQUAAAAUAtAA/gAcAAAA+wJH/wAAAAAAAJABAAAAAQACABBTeW1ib2wAf0AAAADKFQo+JAIBfy0CAX8g0AN/AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKV5cgEFAAAAFAKzAV4BCQAAADIKAAAAAAEAAAA9eXIBBQAAABQCYAE2ABwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB/QAAAADYSCtAkAgF/LQIBfyDQA38AADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAU3mAAoIAAAAmBg8A+QBNYXRoVHlwZVVV7QAFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAHQAACwEAAgCDcwACBIY9AD0CAIgwAAABAAIEhh4ipQAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAATnEgAm/gB/BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)γ3*s*ε*t-s*.**

**Applications**

?=======================================================================

? Application 5.1 Wage Equation

?=======================================================================

Read;File=...; nvar=5;nobs=17919$

? This creates the group count variable.

Regress ; Lhs = one ; Rhs = one ; Str = ID ; Panel $

? This READ merges the smaller file into the larger one.

Read;File=... ; names=ability,med,fed,bh,sibs? ; group=\_groupti

;nvar=5;nobs=2178$

Names=id,educ,lwage,pexp,t;

namelist ; x1=one,educ,pexp,ability$

namelist ; x2=med,fed,bh,sibs$

?=======================================================================

? a. Long regression

?=======================================================================

regress ; lhs= lwage ; rhs = x1,x2 $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LWAGE Mean = 2.296821 |

| Standard deviation = .5282364 |

| WTS=none Number of observs. = 17919 |

| Model size Parameters = 8 |

| Degrees of freedom = 17911 |

| Residuals Sum of squares = 4119.734 |

| Standard error of e = .4795950 |

| Fit R-squared = .1760081 |

| Adjusted R-squared = .1756861 |

| Model test F[ 7, 17911] (prob) = 546.55 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| .98965433 .03389449 29.198 .0000

EDUC | .07118866 .00225722 31.538 .0000 12.6760422

PEXP | .03951038 .00089858 43.970 .0000 8.36268765

ABILITY | .07736880 .00493359 15.682 .0000 .05237402

MED | .709887D-04 .00169543 .042 .9666 11.4719013

FED | .00531681 .00133795 3.974 .0001 11.7092472

BH | -.05286954 .00999042 -5.292 .0000 .15385903

SIBS | .00487138 .00179116 2.720 .0065 3.15620291

?=======================================================================

? b. F test

?=======================================================================

Calc ; list ; fstat = Rsqrd/(kreg-1)/((1-rsqrd)/(n-kreg)) $

+------------------------------------+

FSTAT = 14.025040

Calc ; r1 = rsqrd ; df1=n-kreg$

Matrix ; b1 = b ; v1 = varb $

Matrix ; b1 =b1(5:8) ; v1=varb(5:8,5:8)$

Regress ; lhs = lwage ; rhs = x1 $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LWAGE Mean = 2.296821 |

| Standard deviation = .5282364 |

| WTS=none Number of observs. = 17919 |

| Model size Parameters = 4 |

| Degrees of freedom = 17915 |

| Residuals Sum of squares = 4132.637 |

| Standard error of e = .4802919 |

| Fit R-squared = .1734272 |

| Adjusted R-squared = .1732888 |

| Model test F[ 3, 17915] (prob) =1252.94 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| 1.02722913 .03004146 34.194 .0000

EDUC | .07376210 .00221425 33.312 .0000 12.6760422

PEXP | .03948955 .00089835 43.958 .0000 8.36268765

ABILITY | .08289072 .00459996 18.020 .0000 .05237402

?=======================================================================

? c. F test for hypothesis that coefficients on X2 are zero

?=======================================================================

Calc ; list ; fstat = (r1-rsqrd)/(col(x2))/((1-r1)/(df1)) $

+------------------------------------+

FSTAT = 14.025040

?=======================================================================

? c. Wald test for hypothesis that coefficients on X2 are zero

?=======================================================================

Matrix ; List ; Wald = b1'<v1>b1 $

Matrix WALD has 1 rows and 1 columns.

1

+--------------

1| 56.10016

Note Wald = 4\*F, as expected.

?=======================================================================

? Application 5.2 Translog Cost Function

?=======================================================================

? First prepare the data

?

Create ; lpk=log(pk);lpl=log(pl);lpf=log(pf)$

create ; lpk2=.5\*lpk^2 ; lpl2=.5\*lpl^2 ; lpf2=.5\*lpf^2$

Create ; lpkf=lpk\*lpf ; lplf=lpl\*lpf ; lpkl=lpk\*lpl $

Create ; lq = log(q) ; lq2 = .5\*lq^2 $

Create ; lqk=lq\*lpk ; lql=lq\*lpl ; lqf=lq\*lpf $

Create ; lc = log(cost) $

Create ; lcpf = log(cost/pf) $

Create ; lpkpf=log(pk/pf) ; lplpf=log(pl/pf) $

Create ; lpkpf2=.5\*lpkpf^2 ; lplpf2=.5\*lplpf^2 ; lplfpkf=lplpf\*lpkpf $

Create ; lqlpkf=lq\*lpkpf ; lqlplf=lq\*lplf $

?=======================================================================

? a. Beta is a,b,dk,dl,df,pkk,pll,pff,pkl,pkf,plf,c,tqk,tql,tqf

?=======================================================================

Restrictions are

0,0,1,1,1,0,0,0,0,0,0,0,0,0,0 1

0,0,0,0,0,1,0,0,1,1,0,0,0,0,0 0

R = 0,0,0,0,0,0,1,0,1,0,1,0,0,0,0 q = 0

0,0,0,0,0,0,0,1,0,1,1,0,0,0,0 0

0,0,0,0,0,0,0,0,0,0,0,0,1,1,1 0

?=======================================================================

? b. Testing the theory

?=======================================================================

Namelist ; X1=one,lq,lpk,lpl,lpf,lpk2,lpl2,lpf2,lpkl,lpkf,lplf,lq2,lqk,lq...

Namelist ; X0=one,lq,lpkf,lplf,lpkpf2,lplpf2,lplfpkf,lq2,lqlpkf,lqlplf$

Regress ; lhs = lc ; rhs=x0 $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LC Mean = 3.071619 |

| Standard deviation = 1.542734 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 10 |

| Degrees of freedom = 148 |

| Residuals Sum of squares = 2.634416 |

| Standard error of e = .1334170 |

| Fit R-squared = .9929498 |

| Adjusted R-squared = .9925211 |

| Model test F[ 9, 148] (prob) =2316.03 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -1.13340208 1.04296294 -1.087 .2789

LQ | .02244828 .12717485 .177 .8601 8.26548908

LPKF | -.02309567 .14153592 -.163 .8706 14.4192992

LPLF | -.01690697 .09185395 -.184 .8542 30.4387314

LPKPF2 | -.04730093 .21017152 -.225 .8222 .42211776

LPLPF2 | -.03419034 .06850142 -.499 .6184 15.6173009

LPLFPKF | -.00741233 .11649585 -.064 .9494 4.84868706

LQ2 | .05544306 .00446607 12.414 .0000 35.7912728

LQLPKF | .03562155 .02862683 1.244 .2153 7.15696461

LQLPLF | .01279036 .00375187 3.409 .0008 251.570118

Calc ; ee0 = sumsqdev $

Regress ; lhs = lcpf ; rhs = x1 $

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LCPF Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 15 |

| Degrees of freedom = 143 |

| Residuals Sum of squares = 2.464348 |

| Standard error of e = .1312753 |

| Fit R-squared = .9934018 |

| Adjusted R-squared = .9927558 |

| Model test F[ 14, 143] (prob) =1537.82 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -76.2592615 38.2800363 -1.992 .0483

LQ | -1.08042535 .37554512 -2.877 .0046 8.26548908

LPK | 6.38079702 4.52920686 1.409 .1611 4.25096457

LPL | 14.7182926 7.08482345 2.077 .0395 8.97279814

LPF | -1.89473291 2.84231282 -.667 .5061 3.39117564

LPK2 | -.32741427 .44070869 -.743 .4587 9.05539681

LPL2 | -1.53852735 .69240298 -2.222 .0279 40.2700121

LPF2 | -.07350556 .18203881 -.404 .6870 5.78602018

LPKL | -.57205049 .37189026 -1.538 .1262 38.1346773

LPKF | -.02402470 .24632928 -.098 .9224 14.4192992

LPLF | .16228289 .27007181 .601 .5489 30.4387314

LQ2 | .05297849 .00471336 11.240 .0000 35.7912728

LQK | .04014440 .02979137 1.348 .1799 35.1677247

LQL | .13104059 .03828401 3.423 .0008 74.2063474

LQF | .05865220 .02554928 2.296 .0232 28.0107601

Calc ; ee1 = sumsqdev $

Calc ; list ; Fstat = ((ee0 - ee1)/5)/(ee1/(158-15))$

+------------------------------------+

FSTAT = 1.973714

--> Calc ; list ; ftb(.95,5,143)$

+------------------------------------+

Result = 2.277490

The F statistic is small; the theory is not rejected.

?=======================================================================

? c. Testing homotheticity

?=======================================================================

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LCPF Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 10 |

| Degrees of freedom = 148 |

| Residuals Sum of squares = 2.634223 |

| Standard error of e = .1334121 |

| Fit R-squared = .9929469 |

| Adjusted R-squared = .9925180 |

| Model test F[ 9, 148] (prob) =2315.08 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -2.78239562 1.04292476 -2.668 .0085

LQ | .01362521 .12717020 .107 .9148 8.26548908

LPKF | -.06044098 .14153074 -.427 .6700 14.4192992

LPLF | -.07639000 .09185059 -.832 .4069 30.4387314

LPKPF2 | -.10507269 .21016383 -.500 .6178 .42211776

LPLPF2 | -.00146323 .06849891 -.021 .9830 15.6173009

LPLFPKF | .01806822 .11649158 .155 .8770 4.84868706

LQ2 | .05565578 .00446590 12.462 .0000 35.7912728

LQLPKF | .03824257 .02862578 1.336 .1836 7.15696461

LQLPLF | .01296202 .00375173 3.455 .0007 251.570118

Regress ; lhs = lcpf ; Rhs = x0 ; cls:b(9)=0,b(10)=0$

+----------------------------------------------------+

| Linearly restricted regression |

| Ordinary least squares regression |

| LHS=LCPF Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 8 |

| Degrees of freedom = 150 |

| Residuals Sum of squares = 2.896172 |

| Standard error of e = .1389526 |

| Fit R-squared = .9922456 |

| Adjusted R-squared = .9918837 |

| Model test F[ 7, 150] (prob) =2741.96 (.0000) |

| Restrictns. F[ 2, 148] (prob) = 7.36 (.0009) |

| Not using OLS or no constant. Rsqd & F may be < 0. |

| Note, with restrictions imposed, Rsqd may be < 0. |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -6.20547247 .37175165 -16.693 .0000

LQ | .40111764 .03208201 12.503 .0000 8.26548908

LPKF | -.05918207 .14502101 -.408 .6838 14.4192992

LPLF | .03234530 .08668866 .373 .7096 30.4387314

LPKPF2 | -.20340518 .21249945 -.957 .3400 .42211776

LPLPF2 | -.00516132 .06888408 -.075 .9404 15.6173009

LPLFPKF | .08684971 .10534811 .824 .4110 4.84868706

LQ2 | .06103878 .00440807 13.847 .0000 35.7912728

LQLPKF | -.138778D-16 .517639D-09 .000 1.0000 7.15696461

LQLPLF | .000000 .915064D-10 .000 1.0000 251.570118

Calc ; list ; ftb(.95,2,148)$

+------------------------------------+

Result = 3.057197

The F statistic of 7.36 is larger than the critical value of 3.057. The hypothesis is rejected.

?=======================================================================

? d. Testing generalized Cobb-Douglas against full translog.

?=======================================================================

Regress ; lhs = lcpf ; rhs = x0 ;cls:b(5)=0,b(6)=0,b(7)=0,b(9)=0,b(10)=0$

+----------------------------------------------------+

| Linearly restricted regression |

| Ordinary least squares regression |

| LHS=LCPF Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 5 |

| Degrees of freedom = 153 |

| Residuals Sum of squares = 3.191949 |

| Standard error of e = .1444383 |

| Fit R-squared = .9914536 |

| Adjusted R-squared = .9912302 |

| Model test F[ 4, 153] (prob) =4437.33 (.0000) |

| Restrictns. F[ 5, 148] (prob) = 6.27 (.0000) |

| Not using OLS or no constant. Rsqd & F may be < 0. |

| Note, with restrictions imposed, Rsqd may be < 0. |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -5.07718678 .18072495 -28.093 .0000

LQ | .41724916 .03285950 12.698 .0000 8.26548908

LPKF | .00903097 .01466874 .616 .5391 14.4192992

LPLF | -.03131901 .00770196 -4.066 .0001 30.4387314

LPKPF2 | -.582867D-15 .127559D-07 .000 1.0000 .42211776

LPLPF2 | -.328730D-15 .986857D-08 .000 1.0000 15.6173009

LPLFPKF | .461436D-15 .201473D-07 .000 1.0000 4.84868706

LQ2 | .05956626 .00452575 13.162 .0000 35.7912728

LQLPKF | -.555112D-16 .538074D-09 .000 1.0000 7.15696461

LQLPLF | -.693889D-17 .223074D-09 .000 1.0000 251.570118

Calc ; list ; ftb(.95,5,148)$

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

Result = 2.275319

The F statistic of 6.27 is larger than the critical value of 2.275. The hypothesis is rejected.

?=======================================================================

? e. Testing Cobb-Douglas against full translog.

?=======================================================================

Matrix ; b2=b(5:10) ; v2=varb(5:10,5:10) $

Matrix ; list ; Fcd = 1/6 \* b2'<v2>b2 $

Matrix FCD has 1 rows and 1 columns.

1

+--------------

1| 28.87144

Calc ; list ; ftb(.95,6,148)$

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

Result = 2.160352

The F statistic of 28.871 is larger than the critical value of 2.16. The hypothesis is rejected.

?=======================================================================

? f. Testing generalized Cobb-Douglas against homothetic translog.

?=======================================================================

Regress ; Lhs = lcpf ; rhs = one,lq,lpkf,lplf,lpkpf2,lplpf2,lplfpkf,lq2

; cls:b(5)=0,b(6)=0,b(7)=0$

+----------------------------------------------------+

| Linearly restricted regression |

| Ordinary least squares regression |

| LHS=LCPF Mean = -.3195570 |

| Standard deviation = 1.542364 |

| WTS=none Number of observs. = 158 |

| Model size Parameters = 5 |

| Degrees of freedom = 153 |

| Residuals Sum of squares = 3.191949 |

| Standard error of e = .1444383 |

| Fit R-squared = .9914536 |

| Adjusted R-squared = .9912302 |

| Model test F[ 4, 153] (prob) =4437.33 (.0000) |

| Restrictns. F[ 3, 150] (prob) = 5.11 (.0022) |

| Not using OLS or no constant. Rsqd & F may be < 0. |

| Note, with restrictions imposed, Rsqd may be < 0. |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -5.07718678 .18072495 -28.093 .0000

LQ | .41724916 .03285950 12.698 .0000 8.26548908

LPKF | .00903097 .01466874 .616 .5391 14.4192992

LPLF | -.03131901 .00770196 -4.066 .0001 30.4387314

LPKPF2 | -.199840D-14 .243505D-07 .000 1.0000 .42211776

LPLPF2 | -.746798D-15 .608762D-08 .000 1.0000 15.6173009

LPLFPKF | .140166D-14 .121752D-07 .000 1.0000 4.84868706

LQ2 | .05956626 .00452575 13.162 .0000 35.7912728

Calc ; list ; ftb(.95,3,150) $

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

Result = 2.664907

?

?=======================================================================

? g. We have not rejected the theory, but we have rejected all the

? functional forms

? except the nonhomothetic translog. Just like Christensen and Greene.

?=======================================================================

?=======================================================================

? Application 5.3 Nonlinear restrictions

?=======================================================================

sample;1-52$

name;x=one,logpg,logi,logpnc,logpuc,logppt,t,logpd,logpn,logps$

?=======================================================================

? a. Simple hypothesis test

?=======================================================================

Regr;lhs=logg;rhs=x$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LOGG Mean = 1.570475 |

| Standard deviation = .2388115 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 10 |

| Degrees of freedom = 42 |

| Residuals Sum of squares = .3812817E-01 |

| Standard error of e = .3012994E-01 |

| Fit R-squared = .9868911 |

| Adjusted R-squared = .9840821 |

| Model test F[ 9, 42] (prob) = 351.33 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -7.28719016 2.52056245 -2.891 .0061

LOGPG | .06051812 .05401018 1.120 .2689 3.72930296

LOGI | .99299135 .25037574 3.966 .0003 9.67214751

LOGPNC | -.15471632 .26696298 -.580 .5653 4.38036654

LOGPUC | -.48909058 .08519952 -5.741 .0000 4.10544881

LOGPPT | .01926966 .13644891 .141 .8884 4.14194132

T | .03797198 .00751371 5.054 .0000 26.5000000

LOGPD | 1.73205775 .25988611 6.665 .0000 4.23906603

LOGPN | -.72953933 .26506853 -2.752 .0087 4.23689080

LOGPS | -.86798166 .35291106 -2.459 .0181 4.17535768

Calc;r1=rsqrd$

Regr;lhs=logg;rhs=one,logpg,logi,logpnc,logpuc,logppt,t$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LOGG Mean = 1.570475 |

| Standard deviation = .2388115 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 7 |

| Degrees of freedom = 45 |

| Residuals Sum of squares = .1014368 |

| Standard error of e = .4747790E-01 |

| Fit R-squared = .9651249 |

| Adjusted R-squared = .9604749 |

| Model test F[ 6, 45] (prob) = 207.55 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -13.1396625 2.09171186 -6.282 .0000

LOGPG | -.05373342 .04251099 -1.264 .2127 3.72930296

LOGI | 1.64909204 .20265477 8.137 .0000 9.67214751

LOGPNC | -.03199098 .20574296 -.155 .8771 4.38036654

LOGPUC | -.07393002 .10548982 -.701 .4870 4.10544881

LOGPPT | -.06153395 .12343734 -.499 .6206 4.14194132

T | -.01287615 .00525340 -2.451 .0182 26.5000000

Calc;r0=rsqrd$

Calc;list;f=((r1-r0)/2)/((1-r1)/(n-10))$

+------------------------------------+

| Listed Calculator Results |

+------------------------------------+

F = 34.868735

The critical value from the *F* table is 2.827, so we would reject the hypothesis.

?=======================================================================

? b. Nonlinear restriction

?=======================================================================

Since the restricted model is quite nonlinear, it would be quite cumbersome to estimate and examine the loss in fit. We can test the restriction using the unrestricted model. For this problem,

**f** = [*nc* - *uc*, *nc**s* - *pt**d*] ****

The matrix of derivatives, using the order given above and **"** to represent the entire parameter vector, is

**G** = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAQBCQAAAACQXwEACQAAA6kBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCAASABRIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9ABQAApAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAQAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQAACQAAADIKbAHQAAEAAAC2AJ4ACQAAADIKbAE4AwEAAAC2AJ4ACQAAADIKTAO+AAEAAAC2AJ4ACQAAADIKTANJAwEAAAC2AJ4AFQAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAEkABAAAAC0BAQAEAAAA8AEAAAkAAAAyCmwBbgEBAAAAZgBZAAkAAAAyCkwDXAEBAAAAZgBZABUAAAD7AiD/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAM8AQAAAAtAQAABAAAAPABAQAJAAAAMgq8AdIBAQAAADEAcAAJAAAAMgqcA84BAQAAADIAcAAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ASQAEAAAALQEBAAQAAADwAQAACQAAADIKbAGWAgEAAAAvAFkACQAAADIKTAOnAgEAAAAvAFkAEAAAAPsCwP4AAAAAAAC8AgAAAAIAAgAQU3ltYm9sAAAEAAAALQEAAAQAAADwAQEACQAAADIKbAHWAwEAAABhAMkACQAAADIKTAPnAwEAAABhAMkAEAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAEAAAALQEBAAQAAADwAQAACQAAADIKhAFAAAEAAADpAHoACQAAADIKowNAAAEAAADrAHoACQAAADIKtQJAAAEAAADqAHoACQAAADIKhAHLBAEAAAD5AHoACQAAADIKowPLBAEAAAD7AHoACQAAADIKtQLLBAEAAAD6AHoACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQAABAAAAPABAQADAAAAAAA=)= ![](data:image/x-wmf;base64,183GmgAAAAAAAEAYIAQBCQAAAABwQgEACQAAA+UBAAACABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCIARAGBIAAAAmBg8AGgD/////AAAQAAAAwP///73///8AGAAA3QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAVAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AOAAEAAAALQEAAAkAAAAyClQBvAABAAAAMACgAAkAAAAyClQBfgIBAAAAMACgAAkAAAAyClQBQAQBAAAAMACgAAkAAAAyClQBTgYBAAAAMQCgAAkAAAAyClQBQAkBAAAAMQCgAAkAAAAyClQBywsBAAAAMACgAAkAAAAyClQBag4BAAAAMACgAAkAAAAyClQBOREBAAAAMACgAAkAAAAyClQBCBQBAAAAMACgAAkAAAAyClQBVxYBAAAAMACgAAkAAAAyCjQDvAABAAAAMACgAAkAAAAyCjQDfgIBAAAAMACgAAkAAAAyCjQDQAQBAAAAMACgAAkAAAAyCjQDxAgBAAAAMACgAAkAAAAyCjQDag4BAAAAMACgAAkAAAAyCjQDCBQBAAAAMACgABAAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyClQBYwgBAAAALQCvAAkAAAAyCjQD9QoBAAAALQCvAAkAAAAyCjQDMxABAAAALQCvAAkAAAAyCmsBQAABAAAA6QB6AAkAAAAyCrwDQAABAAAA6wB6AAkAAAAyCpwCQAABAAAA6gB6AAkAAAAyCmsBhBcBAAAA+QB6AAkAAAAyCrwDhBcBAAAA+wB6AAkAAAAyCpwChBcBAAAA+gB6AAkAAAAyCjQDAAYBAAAAZACeAAkAAAAyCjQD5AsBAAAAZACeAAkAAAAyCjQDLREBAAAAZwCCAAkAAAAyCjQD0xUBAAAAZwCCABUAAAD7AiD/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgA4AAQAAAAtAQAABAAAAPABAQAJAAAAMgqEA7kGAQAAAHMAVwAJAAAAMgqEA5YMAQAAAGQAcAAKAAAAMgqEA/wRAgAAAHB0cAA+AAoAAAAyCoQDhhYCAAAAbmNwAGMACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AbgQAAAAtAQEABAAAAPABAAADAAAAAAA=). The parameter estimates are

Thus, **f** = [-.17399, .10091]****. The covariance matrix to use for the tests is **G***s*2(**XX**)-1**G**

The statistic for the joint test is 2 = **f**[**G**s2(**XX**)-1**G**]-1**f** = .4772. This is less than the critical value for a

chi-squared with two degrees of freedom, so we would not reject the joint hypothesis. For the individual hypotheses,

we need only compute the equivalent of a *t* ratio for each element of **f**. Thus,

*z*1 = -.6053

and *z*2 = .2898

Neither is large, so neither hypothesis would be rejected. (Given the earlier result, this was to be expected.)

?=======================================================================

? c. Computations for nonlinear restriction

?=======================================================================

sample;1-52$

name;x=one,logpg,logi,logpnc,logpuc,logppt,t,logpd,logpn,logps$

Regr;lhs=logg;rhs=x$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LOGG Mean = 1.570475 |

| Standard deviation = .2388115 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 7 |

| Degrees of freedom = 45 |

| Residuals Sum of squares = .1014368 |

| Standard error of e = .4747790E-01 |

| Fit R-squared = .9651249 |

| Adjusted R-squared = .9604749 |

| Model test F[ 6, 45] (prob) = 207.55 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -13.1396625 2.09171186 -6.282 .0000

LOGPG | -.05373342 .04251099 -1.264 .2127 3.72930296

LOGI | 1.64909204 .20265477 8.137 .0000 9.67214751

LOGPNC | -.03199098 .20574296 -.155 .8771 4.38036654

LOGPUC | -.07393002 .10548982 -.701 .4870 4.10544881

LOGPPT | -.06153395 .12343734 -.499 .6206 4.14194132

T | -.01287615 .00525340 -2.451 .0182 26.5000000

Calc;r1=rsqrd$

Regr;lhs=logg;rhs=one,logpg,logi,logpnc,logpuc,logppt,t$

+----------------------------------------------------+

| Ordinary least squares regression |

| LHS=LOGG Mean = 1.570475 |

| Standard deviation = .2388115 |

| WTS=none Number of observs. = 52 |

| Model size Parameters = 7 |

| Degrees of freedom = 45 |

| Residuals Sum of squares = .1014368 |

| Standard error of e = .4747790E-01 |

| Fit R-squared = .9651249 |

| Adjusted R-squared = .9604749 |

| Model test F[ 6, 45] (prob) = 207.55 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -13.1396625 2.09171186 -6.282 .0000

LOGPG | -.05373342 .04251099 -1.264 .2127 3.72930296

LOGI | 1.64909204 .20265477 8.137 .0000 9.67214751

LOGPNC | -.03199098 .20574296 -.155 .8771 4.38036654

LOGPUC | -.07393002 .10548982 -.701 .4870 4.10544881

LOGPPT | -.06153395 .12343734 -.499 .6206 4.14194132

T | -.01287615 .00525340 -2.451 .0182 26.5000000

Calc;r0=rsqrd$

Calc;list;fstat=((r1-r0)/2)/((1-r1)/(n-10))$

+------------------------------------+

FSTAT = 34.868735

Calc;list;ftb(.95,3,42)$

+------------------------------------+

Result = 2.827049

REGR;Lhs=logg;rhs=x$

Calc ; ds=b(10);dd=-b(8);gpt=-b(6);gnc=b(4)$

Matr;gm=[0,0,0,1,-1,0,0,0,0,0 / 0,0,0,ds,0,dd,0,gpt,0,gnc]$

Calc;f1=b(4)-b(6) ; f2=b(4)\*b(10)-b(6)\*b(8)$

Matrix;list;f=[f1/f2]$

Matrix F has 2 rows and 1 columns.

1

+--------------

1| -.17399

2| .10091

Matrix;list;vf=gm\*varb\*gm'$

Matrix VF has 2 rows and 2 columns.

1 2

+----------------------------

1| .08263 -.08059

2| -.08059 .12129

Matrix;list;Wald=f'<vf>f$

Matrix WALD has 1 rows and 1 columns.

1

+--------------

1| .47716

Calc;list;z1=f(1)/sqr(vf(1,1))$

+------------------------------------+

Z1 = -.605278

Calc;list;z2=f(2)/sqr(vf(2,2))$

+------------------------------------+

Z2 = .289760

The J test in Example 5.7 is carried out using over 50 years of data. It is optimistic to hope that the underlying structure of the economy did not change in 50 years. Does the result of the test carried out in Example 8.2 persist if it is based on data only from 1980 to 2000? Repeat the computation with this subset of the data.

?====================================

? Example Application 5.4

?====================================

Dates ; 1950.1 $

Period ; 1950.1 - 2000.4 $

Create ; Ct = Realcons ; Yt = RealDPI $

Create ; Ct1 = Ct[-1] ; Yt1 = Yt[-1] $

? Example 7.2

Period ; 1950.2 - 2000.4 $

Regress; Lhs = Ct ; Rhs = one,Yt,Yt1 ; Keep = CY $

Regress; Lhs = Ct ; Rhs = one,Yt,Ct1 ; Keep = CC $

Regress; Lhs = Ct ; Rhs = one,Yt,Yt1,CC $

+----------------------------------------------------+

| Ordinary least squares regression |

| Model was estimated May 12, 2007 at 08:56:19AM |

| LHS=CT Mean = 3008.995 |

| Standard deviation = 1456.900 |

| WTS=none Number of observs. = 203 |

| Model size Parameters = 4 |

| Degrees of freedom = 199 |

| Residuals Sum of squares = 73550.21 |

| Standard error of e = 19.22496 |

| Fit R-squared = .9998285 |

| Adjusted R-squared = .9998259 |

| Model test F[ 3, 199] (prob) =\*\*\*\*\*\*\* (.0000) |

| Diagnostic Log likelihood = -886.1351 |

| Restricted(b=0) = -1766.209 |

| Chi-sq [ 3] (prob) =1760.15 (.0000) |

| Info criter. LogAmemiya Prd. Crt. = 5.931932 |

| Akaike Info. Criter. = 5.931926 |

| Autocorrel Durbin-Watson Stat. = 2.0256102 |

| Rho = cor[e,e(-1)] = -.0128051 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -.60444607 3.43245774 -.176 .8604

YT | .31456542 .04619552 6.809 .0000 3352.09360

YT1 | -.33004915 .04591940 -7.188 .0000 3325.25222

CC | 1.01450597 .01613899 62.861 .0000 3008.99507

Regress; Lhs = Ct ; Rhs = one,Yt,Ct1,CY $

+----------------------------------------------------+

| Ordinary least squares regression |

| Model was estimated May 12, 2007 at 08:56:19AM |

| LHS=CT Mean = 3008.995 |

| Standard deviation = 1456.900 |

| WTS=none Number of observs. = 203 |

| Model size Parameters = 4 |

| Degrees of freedom = 199 |

| Residuals Sum of squares = 73550.21 |

| Standard error of e = 19.22496 |

| Fit R-squared = .9998285 |

| Adjusted R-squared = .9998259 |

| Model test F[ 3, 199] (prob) =\*\*\*\*\*\*\* (.0000) |

| Diagnostic Log likelihood = -886.1351 |

| Restricted(b=0) = -1766.209 |

| Chi-sq [ 3] (prob) =1760.15 (.0000) |

| Info criter. LogAmemiya Prd. Crt. = 5.931932 |

| Akaike Info. Criter. = 5.931926 |

| Autocorrel Durbin-Watson Stat. = 2.0256102 |

| Rho = cor[e,e(-1)] = -.0128051 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -865.712368 120.569071 -7.180 .0000

YT | 9.82505250 1.36759557 7.184 .0000 3352.09360

CT1 | 1.02780685 .01635059 62.861 .0000 2982.97438

CY | -10.6765577 1.48541853 -7.188 .0000 3008.99507

? Application 7.1. We use only the 1980 data, so we

? start in quarter 2 of 1980 even though data are

? available for the last quarter of 1979.

Period ; 1980.2 - 2000.4 $

Regress; Lhs = Ct ; Rhs = one,Yt,Yt1 ; Keep = CY $

Regress; Lhs = Ct ; Rhs = one,Yt,Ct1 ; Keep = CC $

Regress; Lhs = Ct ; Rhs = one,Yt,Yt1,CC $

+----------------------------------------------------+

| Ordinary least squares regression |

| Model was estimated May 12, 2007 at 08:58:19AM |

| LHS=CT Mean = 4503.230 |

| Standard deviation = 879.3593 |

| WTS=none Number of observs. = 83 |

| Model size Parameters = 4 |

| Degrees of freedom = 79 |

| Residuals Sum of squares = 43603.43 |

| Standard error of e = 23.49345 |

| Fit R-squared = .9993123 |

| Adjusted R-squared = .9992862 |

| Model test F[ 3, 79] (prob) =\*\*\*\*\*\*\* (.0000) |

| Diagnostic Log likelihood = -377.7300 |

| Restricted(b=0) = -679.9419 |

| Chi-sq [ 3] (prob) = 604.42 (.0000) |

| Info criter. LogAmemiya Prd. Crt. = 6.360511 |

| Akaike Info. Criter. = 6.360436 |

| Autocorrel Durbin-Watson Stat. = 1.8153241 |

| Rho = cor[e,e(-1)] = .0923379 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| 39.6958824 37.1402619 1.069 .2884

YT | .20222923 .07364203 2.746 .0075 4987.32410

YT1 | -.25661196 .07221392 -3.553 .0006 4951.70482

CC | 1.04938412 .04670690 22.467 .0000 4503.23012

Regress; Lhs = Ct ; Rhs = one,Yt,Ct1,CY $

+----------------------------------------------------+

| Ordinary least squares regression |

| Model was estimated May 12, 2007 at 08:58:19AM |

| LHS=CT Mean = 4503.230 |

| Standard deviation = 879.3593 |

| WTS=none Number of observs. = 83 |

| Model size Parameters = 4 |

| Degrees of freedom = 79 |

| Residuals Sum of squares = 43603.43 |

| Standard error of e = 23.49345 |

| Fit R-squared = .9993123 |

| Adjusted R-squared = .9992862 |

| Model test F[ 3, 79] (prob) =\*\*\*\*\*\*\* (.0000) |

| Diagnostic Log likelihood = -377.7300 |

| Restricted(b=0) = -679.9419 |

| Chi-sq [ 3] (prob) = 604.42 (.0000) |

| Info criter. LogAmemiya Prd. Crt. = 6.360511 |

| Akaike Info. Criter. = 6.360436 |

| Autocorrel Durbin-Watson Stat. = 1.8153241 |

| Rho = cor[e,e(-1)] = .0923379 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

Constant| -856.107861 221.141722 -3.871 .0002

YT | 1.21490273 .32340906 3.757 .0003 4987.32410

CT1 | .98759074 .04395654 22.467 .0000 4465.65542

CY | -1.13474451 .31933175 -3.553 .0006 4503.23012

?

? The results are essentially the same. This suggests

? that neither model is right.

The regressions are based on real consumption and real disposable income. Results for 1950 to 2000 are given in the text. Repeating the exercise for 1980 to 2000 produces: for the first regression, the estimate of α is 1.03 with a t ratio of 23.27 and for the second, the estimate is -1.24 with a t ratio of -3.062. Thus, as before, both models are rejected. This is qualitatively the same results obtained with the full 51 year data set.