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P R E F A C E

§

ECONOMETRIC ANALYSIS

Econometric Analysis is a broad introduction to the field of econometrics. this field grows 
continually. A (not complete) list of journals devoted at least in part to econometrics 
now includes: Econometric Reviews; Econometric Theory; Econometrica; Econometrics; 
Econometrics and Statistics; The Econometrics Journal; Empirical Economics; 
Foundations and Trends in Econometrics; The Journal of Applied Econometrics; The 
Journal of Business and Economic Statistics; The Journal of Choice Modelling; The 
Journal of Econometric Methods; The Journal of Econometrics; The Journal of Time 
Series Analysis; The Review of Economics and Statistics. constructing a textbook-style 
survey to introduce the topic at a graduate level has become increasingly ambitious. 
nonetheless, that is what i seek to do here. this text attempts to present, at an entry 
graduate level, enough of the topics in econometrics that a student can comfortably 
move on from here to practice or to more advanced study. For example, the literature 
on “treatment Effects” is already vast, rapidly growing, complex in the extreme, and 
occasionally even contradictory. But, there are a few bedrock principles presented in 
chapter 8 that (i hope) can help the interested practitioner or student get started as 
they wade into this segment of the literature. the book is intended as a bridge between 
an introduction to econometrics and the professional literature.

the book has two objectives. the first is to introduce students to applied econometrics, 
including basic techniques in linear regression analysis and some of the rich variety 
of models that are used when the linear model proves inadequate or inappropriate. 
modern software has made complicated modeling very easy to put into practice. the 
second objective is to present sufficient theoretical background so that the reader will (1) 
understand the advanced techniques that are made so simple in modern software and (2) 
recognize new variants of the models learned about here as merely natural extensions 
that fit within a common body of principles. this book contains a substantial amount 
of theoretical material, such as that on the gmm, maximum likelihood estimation, and 
asymptotic results for regression models.

one overriding purpose has motivated all eight editions of Econometric Analysis. 
the vast majority of readers of this book will be users, not developers, of econometrics. 
i believe that it is not sufficient to teach econometrics by reciting (and proving) the 
theories of estimation and inference. Although the often-subtle theory is extremely 
important, the application is equally crucial. to that end, i have provided hundreds of 
worked numerical examples and extracts from applications in the received empirical 
literature in many fields. my purpose in writing this work, and in my continuing efforts 
to update it, is to show readers how to do econometric analysis. But, i also believe that 
readers want (and need) to know what is going on behind the curtain when they use 
ever more sophisticated modern software for ever more complex econometric analyses.
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i have taught econometrics at the level of Econometric Analysis at nyU for many 
years. i ask my students to learn how to use a (any) modern econometrics program as 
part of their study. i’ve lost track of the number of my students who recount to me their 
disappointment in a previous course in which they were taught how to use software, 
but not the theory and motivation of the techniques. in october, 2014, google scholar 
published its list of the 100 most cited works over all fields and all time. (www.nature.com/
polopoly_fs/7.21245!/file/googlescholartop100.xlsx). Econometric Analysis, the only work 
in econometrics on the list, ranked number 34 with 48,100 citations. (As of this writing, 
november 2016, the number of citations to the first 7 editions in all languages approaches 
60,000.) i take this extremely gratifying result as evidence that there are readers in many 
fields who agree that the practice of econometrics calls for an understanding of why, as 
well as how to use the tools in modern software. this book is for them.

THE EIGHTH EDITION OF ECONOMETRIC ANALYSIS

this text is intended for a one-year graduate course for social scientists. Prerequisites 
should include calculus, mathematical statistics, and an introduction to econometrics at 
the level of, say, gujarati and Porter’s (2011) Basic Econometrics, stock and Watson’s 
(2014) Introduction to Econometrics, Kennedy’s (2008) Guide to Econometrics, or 
Wooldridge’s (2015) Introductory Econometrics: A Modern Approach. i assume, 
for example, that the reader has already learned about the basics of econometric 
methodology including the fundamental role of economic and statistical assumptions; 
the distinctions between cross-section, time-series, and panel data sets; and the essential 
ingredients of estimation, inference, and prediction with the multiple linear regression 
model. self-contained (for our purposes) summaries of the matrix algebra, mathematical 
statistics, and statistical theory used throughout the book are given in Appendices A 
through d. i rely heavily on matrix algebra throughout. this may be a bit daunting to 
some early on but matrix algebra is an indispensable tool and i hope the reader will 
come to agree that it is a means to an end, not an end in itself. With matrices, the unity 
of a variety of results will emerge without being obscured by a curtain of summation 
signs. Appendix E and chapter 15 contain a description of numerical methods that will 
be useful to practicing econometricians (and to us in the later chapters of the book).

Estimation of advanced nonlinear models is now as routine as least squares. i have 
included five chapters on estimation methods used in current research and five chapters 
on applications in micro- and macroeconometrics. the nonlinear models used in these 
fields are now the staples of the applied econometrics literature. As a consequence, this 
book also contains a fair amount of material that will extend beyond many first courses 
in econometrics. once again, i have included this in the hope of laying a foundation for 
study of the professional literature in these areas.

PLAN OF THE BOOK

the arrangement of the book is as follows:
Part i begins the formal development of econometrics with its fundamental pillar, the 

linear multiple regression model. Estimation and inference with the linear least squares 
estimator are analyzed in chapters 2 through 6. the nonlinear regression model is introduced 

A01_GREE1366_08_SE_FM.indd   36 2/25/17   12:36 PM



 Preface xxxvii

in chapter 7 along with quantile, semi- and nonparametric regression, all as extensions of 
the familiar linear model. Instrumental variables estimation is developed in chapter 8.

Part ii presents three major extensions of the regression model. chapter 9 presents 
the consequences of relaxing one of the main assumptions of the linear model, 
homoscedastic nonautocorrelated disturbances, to introduce the generalized regression 
model. the focus here is on heteroscedasticity; autocorrelation is mentioned, but a 
detailed treatment is deferred to chapter 20 in the context of time-series data. chapter 
10 introduces systems of regression equations, in principle, as the approach to modeling 
simultaneously a set of random variables and, in practical terms, as an extension of the 
generalized linear regression model. Finally, panel data methods, primarily fixed and 
random effects models of heterogeneity, are presented in chapter 11.

the second half of the book is devoted to topics that extend the linear regression model 
in many directions. Beginning with chapter 12, we proceed to the more involved methods 
of analysis that contemporary researchers use in analysis of “real-world” data. chapters 
12 to 16 in Part iii present different estimation methodologies. chapter 12 presents an 
overview by making the distinctions between parametric, semiparametric and nonparametric 
methods. the leading application of semiparametric estimation in the current literature 
is the generalized method of moments (GMM) estimator presented in chapter 13. this 
technique provides the platform for much of modern econometrics. Maximum likelihood 
estimation is developed in chapter 14. Monte Carlo and simulation-based methods such as 
bootstrapping that have become a major component of current research are developed in 
chapter 15. Finally, Bayesian methods are introduced in chapter 16.

Parts iV and V develop two major subfields of econometric methods, 
microeconometrics, which is typically based on cross-section and panel data, and 
macroeconometrics, which is usually associated with analysis of time-series data. in Part 
iV, chapters 17 to 19 are concerned with models of discrete choice, censoring, truncation, 
sample selection, duration and the analysis of counts of events. in Part V, chapters 20 
and 21, we consider two topics in time-series analysis, models of serial correlation and 
regression models for nonstationary data—the usual substance of macroeconomic analysis.

REVISIONS

With only a couple exceptions noted below, i have retained the broad outline of the 
text. i have revised the presentation throughout the book (including this preface) to 
streamline the development of topics, in some cases (i hope), to improve the clarity of 
the derivations. major revisions include:

●● i have moved the material related to “causal inference” forward to the early chapters 
of the book – these topics are now taught earlier in the graduate sequence than 
heretofore and i’ve placed them in the context of the models and methods where 
they appear rather than as separate topics in the more advanced sections of the 
seventh edition. difference in difference regression as a method, and regression 
discontinuity designs now appear in chapter 6 with the discussion of functional 
forms and in the context of extensive applications extracted from the literature. 
the analysis of treatment effects has all been moved from chapter 19 (on censoring 
and truncation) to chapter 8 on endogeneity under the heading of “Endogenous 
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dummy Variables.” chapter 8, as a whole, now includes a much more detailed 
treatment of instrumental variable methods.

●● i have added many new examples, some as extracts from applications in the received 
literature, and others as worked numerical examples. i have drawn applications 
from many different fields including industrial organization, transportation, health 
economics, popular culture and sports, urban development and labor economics.

●● chapter 10 on systems of equations has been shifted (yet further) from its early 
emphasis on formal simultaneous linear equations models to systems of regression 
equations and the leading application, the single endogenous variable in a two 
equation recursive model – this is the implicit form of the regression model that 
contains one “endogenous” variable.

●● the use of robust estimation and inference methods has been woven more extensively 
into the general methodology, in practice and throughout this text. the ideas of robust 
estimation and inference are introduced immediately with the linear regression model 
in chapters 4 and 5, rather than as accommodations to nonspherical disturbances in 
chapter 9. the role that a robust variance estimator will play in the Wald statistic is 
developed immediately when the result is first presented in chapter 5.

●● chapters 4 (least squares), 6 (Functional Forms), 8 (Endogeneity), 10 (Equation 
systems) and 11 (Panel data) have been heavily revised to emphasize both 
contemporary econometric methods and the applications.

●● i have moved Appendices A-F to the companion Web site, at www.pearsonhighered.
com/greene, that accompanies this text. students can access them at no cost.

the first semester of study in a course based on Econometric Analysis would focus 
on chapters 1-6 (the linear regression model), 8 (endogeneity and causal modeling), and 
possibly some of 11 (panel data). most of the revisions in the eighth edition appear in 
these chapters.

SOFTWARE AND DATA

there are many computer programs that are widely used for the computations described 
in this book. All were written by econometricians or statisticians, and in general, all are 
regularly updated to incorporate new developments in applied econometrics. A sampling of 
the most widely used packages and Web sites where you can find information about them are

EViews www.eviews.com (Qms, irvine, cA)

gauss www.aptech.com (Aptech systems, Kent, WA)

limdEP www.limdep.com (Econometric software, Plainview, ny)

mAtlAB www.mathworks.com (mathworks, natick, mA)

nlogit www.nlogit.com (Econometric software, Plainview, ny)

r www.r-project.org/ (the r Project for statistical computing)

rAts www.estima.com (Estima, Evanston, il)

sAs www.sas.com (sAs, cary, nc)

shazam econometrics.com (northwest Econometrics ltd., gibsons, canada)

stata www.stata.com (stata, college station, tX)
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A more extensive list of computer software used for econometric analysis can be found 
at the resource Web site, http://www.oswego.edu/~economic/econsoftware.htm.

With only a few exceptions, the computations described in this book can be carried 
out with any of the packages listed. NLOGIT was used for the computations in most 
of the applications. this text contains no instruction on using any particular program or 
language. many authors have produced RATS, LIMDEP/NLOGIT, EViews, SAS, or 
Stata code for some of the applications, including, in a few cases, in the documentation for 
their computer programs. there are also quite a few volumes now specifically devoted to 
econometrics associated with particular packages, such as cameron and trivedi’s (2009) 
companion to their treatise on microeconometrics.

the data sets used in the examples are also available on the Web site for the text, 
http://people.stern.nyu.edu/wgreene/text/econometricanalysis.htm. throughout the text, 
these data sets are referred to “table Fn.m,” for example table F4.1. the “F” refers to 
Appendix F available on the companion web site which contains descriptions of the data 
sets. the actual data are posted in generic Ascii and portable formats on the Web site with 
the other supplementary materials for the text. there are now thousands of interesting 
Web sites containing software, data sets, papers, and commentary on econometrics. it 
would be hopeless to attempt any kind of a survey. one code/data site that is particularly 
agreeably structured and well targeted for readers of this book is the data archive for 
the Journal of Applied Econometrics (JAE). they have archived all the nonconfidential 
data sets used in their publications since 1988 (with some gaps before 1995). this useful 
site can be found at http://qed.econ.queensu.ca/jae/. several of the examples in the text 
use the JAE data sets. Where we have done so, we direct the reader to the JAE’s Web 
site, rather than our own, for replication. other journals have begun to ask their authors 
to provide code and data to encourage replication. Another easy-to-navigate site for 
aggregate data on the U.s. economy is https://datahub.io/dataset/economagic.
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