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I. Introduction

Jordi Galí and Pau Rabanal’s paper presents a comprehensive review and synthesis of a rapidly growing literature on the role of technology shocks in business cycle fluctuations.   The paper is a “must read” for anyone who wishes to understand this literature.  In addition to reviewing and consolidating the evidence, Galí and Rabanal specify and estimate the parameters of a model with both real and nominal rigidities in order to determine which features of the model are important for matching key aspects of the data.  

The issues discussed in this paper are central to macroeconomics.   There are four separate questions raised by this paper:

· Does a positive technology shock lead hours to rise in the data?

· Do technology shocks account for an important part of the variance of output and hours at business cycle frequencies?

· What does the evidence on technology shocks imply about the relevance of real versus nominal rigidities?

· What are the main sources of economic fluctuations?

Much of the paper can be characterized as reviewing the results from the literature with respect to these questions, and then adding some new results.  Thus, I will organize my discussion around these four questions.

2. Does a positive technology shock lead hours to rise in the data?


Galí and Rabanal give a thorough review of the literature on this point.  The main source of controversy concerns how labor input is specified in the empirical model.  It should be noted that the identification restriction does not require labor to have a unit root, but it appears that results can be sensitive to the way in which labor input is included.

Galí and Rabanal perform a great service by combining in one place many possible specifications for labor input.  The results presented in their Tables 1 and 2 show that in 11 of 12 possible specifications, a positive technology shock leads labor input to decline.  It is only when hours per capita (defined as nonfarm hours divided by the population age 16 and older) are assumed to be stationary that labor input is predicted to increase.

Is this measure of hours per capita stationary? As Figure 6 of the paper shows, hours per capita series displays some important low frequency movements.  How important are these low frequency movements?  Very.  If we ignore the low frequency movements in hours and we continue to assume that labor productivity and output have a unit root, we must then revamp the stylized facts of business cycles.   While the correlation of the hours growth with output growth is 0.7, the correlation of the level of hours with output growth is –0.017, contrary to the notion of positive comovement of hours and output.  Ignoring the low frequency movements also means that we should revise the business cycle peak and trough dates.  For example, relative to the mean of the entire series, 2002 was more of a boom year in employment than either the 1973 peak or the 1980 peak.

As Galí and Rabanal’s review of the literature indicates, there are numerous other reasons why one should not assume that this measure of hours per capita is stationary.  First, even Christiano, Eichenbaum and Vigfugson (CEV) (2003) find that standard ADF, Hansen, and KPSS tests support a unit root in the series that extends back to 1947.  Second, Francis and Ramey (2003) show that nonstationary hours is consistent with standard RBC theory.  Third, Francis and Ramey (2003) suggest that the specification with hours in levels is under-identified.  While the specification with hours in differences produces a technology shock that is not Granger-caused by variables such as oil shocks and the federal funds rate, the specification with stationary hours produces a technology shock that is Granger-caused by these variables.  Moreover, the specification with hours in levels implies that the nontechnology shock has a highly persistent effect on labor productivity, a result that is contrary to the key identifying assumption.

Fernald (2004) explains the source of the problem with the specification with hours in levels.   He shows two statistically significant breaks in the mean growth of labor productivity that coincide with some of the key low frequency movements of hours per capita.  While the first difference specification is robust to these breaks, the stationary hours specification is not.  Including these breaks in the hours in levels specifications produces a negative response of hours to technology shocks, consistent with the other specifications.

In summary, Galí and Rabanal are correct in their contention that the weight of evidence supports the result that positive technology shocks lead to a decline in hours.

3. Do technology shocks account for an important part of the variance of output and hours at business cycle frequencies?


Even those who cling to specifications with stationary hours find that neutral technology shocks are not an important source of fluctuations.  Recent work, however, suggests that we should be looking at another type of technology shock: investment-specific technological change shocks, abbreviated as “I-shocks.”  Using a calibrated DGE model, Greenwood, Hercowitz and Krusell (2000) find that I-shocks can account for 30 percent of the variance of output.  Use long-run restrictions, Fisher (2003) finds that I-shocks account for more than 50 percent of the variance of output in the data.


These results on the importance of I-shocks are not without controversy, however.  Galí and Rabanal analyze the sensitivity of Fisher’s results to his assumption of stationary hours per capita.  When hours are in first differences, I-shocks still have a positive effect on hours.  However, the conclusions regarding variance change.  When hours are in first-differences, I-shocks contribute only 20 percent of the variance of output and hours.


The evidence compiled so far suggests that these types of shocks are more promising candidates than neutral technology shocks.  How important they are remains to be seen.

4. What does the evidence on technology shocks imply about the relevance of real versus nominal rigidities?


My reading of the evidence with respect to this question is “not much,” at least at the aggregate level.  As shown by Francis-Ramey (2003), Rotemberg (2003), and Lindé (2003), RBC models with real rigidities, such as slow technology diffusion or adjustment costs on investment, can produce a negative effect of technology on hours.  Similarly, work by King and Wolman (1996) and Basu (1998) as well as this paper has shown that certain parameterizations of sticky price models can reproduce the results as well.  All models, with real or nominal rigidities, produce a decline in hours through the same intertemporal substitution mechanism:  real wages do not rise much initially, so individuals expect future wages to be higher and hence they work less today.


Galí and Rabanal’s estimated model supports the notion that it is difficult to distinguish the importance of real versus nominal rigidities based on aggregate data.  They present and estimate a model with habit formation in consumption, sticky wage and price setting and a Taylor rule.  For simplicity, they assume constant returns to labor and no capital.  In a very informative exercise, they shut down each of the rigidities one-by-one and examine the ability of the model to reproduce the business cycle correlations.  Interestingly, either the real rigidity alone or the nominal rigidities alone can reproduce the patterns in the data.

5. What are the main sources of economic fluctuations?


The estimates of Galí and Rabanal’s model implies a central role for “preference” shocks.  They find that preference shocks explain 57 percent of output growth and 70 percent of hours growth.  On the other hand, technology shocks explain 22 percent of output growth and 0.8 percent of hours.  Monetary shocks account for only 5 percent of output growth and 0.4 percent of hours.


To what extent should we believe this variance decomposition?  At this point, I am led to the following conclusion.

6. Conclusion:  “Its Déjà vu All Over Again”
After reading Galí and Rabanal’s comprehensive review of the literature and the new results they present, I am struck by the similarity of the current debate to one that began almost 20 years ago.  The papers in the earlier debate produced widely varying results about the importance of technology shocks.  This lack of unanimity led some observers to comment on the uncertainty concerning the source of shocks.

Consider the following series of quotes from that debate that are now echoed in the present debate:

· Prescott 1986

“…technology shocks account for more than half the fluctuations in the postwar period, with a best point estimate near 75 percent.”

· Shapiro and Watson 1988 

“Technological change accounts for roughly one-third of output variation.”

“…permanent shocks in labor (supply) account for at least 40 percent of output variation at all horizons…”

“Hours now fall sharply in response to shock to technology…”

· Blanchard and Quah 1989 

“Demand disturbances make a substantial contribution to output fluctuations at short and medium-term horizons; however, the data do not allow us to quantify this contribution with great precision.”

“ ’Favorable’ supply disturbances may initially increase unemployment.”

· Martin Eichenbaum 1991

“What the data are actually telling us is that, while technology shocks almost certainly play some role in generating the business cycle, there is simply an enormous amount of uncertainty about just what percent of aggregate fluctuations they actually do account for.  The answer could be 70%…, but the data contain almost no evidence against either the view that the answer is really 5% or that the answer is really 200%.”

· John Cochrane 1994

 “I conclude that none of these popular candidates accounts for the bulk of economic fluctuations.

“If this view is correct, we will forever remain ignorant of the fundamental causes of economic fluctuations.”

· Robert Hall 1997

“The prime driving force in fluctuations turns out to be shifts in the marginal rate of substitution between goods and work.”

The two key sets of questions in the study of business cycles are: (1) What are the impulses? and (2) What are the propagation mechanisms?  The last 10 years of research has focussed more on the second question.  Current generation DGE models now capture key aspects of the data such as the effect of monetary shocks and the hump-shaped responses of output to shocks.  Thus, we now have “a better mouse trap.”  On the other hand, we are just as lacking in consensus about which shocks are important as we were 20 years ago.  Thus, it is clear that we need continued research on the nature of the impulses, in hopes that we can find some plausible mice to run through our mouse traps!
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