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The variational utility of a deterministic, infinite horizon consumption path is
defined as the minimum value of an additive criterion, taken over all possible future
values of the rate of time preference. Special cases of variational utility include
additive and recursive models. A reduced-form capital accumulation problem under
variational utility is studied here. The optimal capital path is characterized by a
Hamiltonian dynamical system, together with two transversality conditions at
infinity. The Hamiltonian structure is applied to standard additive, or recursive,
capital accumulation problems. Under a separability assumption, a stability result
is extended from the additive to the recursive case. Journal of Economic Literature
Classification Numbers: C61, D90, E22.  © 1996 Academic Press, Inc.

1. INTRODUCTION

According to Magill [ 24], the concept of discounting was developed for
practical purposes by financiers and accountants, long before it belonged to
the standard toolbox of economists. Discounting was introduced into
economic theory by Bohm—Bawerk [ 6]; Fisher [ 19] and Koopmans [22],
among many others have also advocated its use, and have added important
contributions to the formal definition of impatience.

At the same time, the practice of discounting was criticized, or even con-
demned. Ramsey wrote in his celebrated paper [26]: “we do not discount
later enjoyments in comparison with earlier ones, a practice which is ethi-
cally indefensible and arises merely from the weakness of the imagination”
(my emphasis). Others, like Rawls ([27], p.293) with different concerns,
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even claim that “In the case of an individual the avoidance of pure time
preference is a feature of being rational.”

Nevertheless recent debates have most often focused on how to discount
the future, rather than why the future should be discounted. In the theory
of intertemporal allocation, the central concept is the rate of time
preference. The simple and tractable structure of additive utility models
relies on the assumption of a constant rate of time preference. Unfor-
tunately, in multi-agent problems, this assumption leads to degenerate
situations in which the most patient agent accumulates all the capital.
Moreover, intertemporal substitution and risk aversion cannot be disen-
tangled (Epstein and Zin [17]). A more general class of preferences has
been introduced by Uzawa [ 35] and Epstein and Hynes [ 16], based on the
assumption that the rate of time preference depends on consumption. Follow-
ing Koopman’s pioneering work [221], Lucas and Stokey [23] and Epstein
[ 157 have introduced and developed the concept of recursive preferences.

The present paper introduces variational utility functions, a class of utility
functions for which the dynamics of the discount factor obeys a minimum
principle. Recursive utility functions (Epstein [15], Uzawa [35]), or
standard additive utility functions, belong to this class. The variational
utility of a given path is defined as the minimum value of the additive sum
of all future felicities. At each date ¢ in the future, felicity is a function of
the current value of consumption, discount factor, and rate of time
preference. The minimum is taken over all possible future values of the rate
of time preference in some admissible set.

Optimal capital paths under variational utility are characterized by a
stationary Hamiltonian dynamical system in dimension n + 1, where n is
the number of capital goods. The additional state variable is the discount
factor. The dual to the capital stock is the discounted capital price, and the
dual to the discount factor can be interpreted, in the recursive specification,
as the recursive utility itself. Variational utility functions are the utility
functions for which the optimal capital path is characterized by such a
stationary Hamiltonian system.

Under some specification of the felicity function, variational utility coin-
cides with standard additive utility models. This specification provides a
method for embeddings familiar, modified Hamiltonian dynamical systems
(associated with Cass, Shell, Brock, Scheinkman, and Rockafellar [8]) in a
one-dimension-bigger space, and hence reveals a richer structure. This struc-
ture, interesting in itself, can be used to extend traditional results, which are
known in the additive case, to recursive utility (or even to variational utility).

In a stochastic framework of finance theory, variational utilities and the
associated backward stochastic differential equations have been used in
pricing theory by El Karoui et al. [ 14] to establish a general duality prin-
ciple between hedging and pricing problems.
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Section 2 formally defines variational utility functions. When the felicity
function is multiplicatively separable in discount, a characterization result
proves that the variational utility function coincides with the recursive
utility function.

Section 3 studies a reduced-form capital accumulation problem under
variational utility. The optimal capital path is characterized by a
Hamiltonian dynamical system, together with two transversality conditions
at infinity.

Section 4 applies this Hamiltonian structure to the standard additive
capital accumulation problem and to the recursive case. Under an assump-
tion of separability, a stability result is extended from the additive to the
recursive case.

2. THE MINIMUM PRINCIPLE AND THE DISCOUNT FUNCTION

This section presents a general class of utility functions, variational
utilities, for which the evolution of the discounting function obeys a mini-
mum principle. General recursive utility functions, as defined by Epstein
[15], belong to this class.

DerFmNiTION 1. Given a consumption path ¢, the variational utility
associated with this path is equal to the minimum, taken over all future
possible rates of time preference, of

Ule —mmf flc,, B, r,) dt, (1)

where Z is a set of admissible paths of rates of time preference, and f gives
current felicity as a function of the current value of consumption c,,
discount factor B,, and rate of time preference r,.

As noted by Simon [32], this “minimum principle” approach to the
theory of choice under uncertainty was formally introduced by Arrow [1].

An interpretation of variational utility is given by the “worst-case
scenario” analysis, often used in management or operational research, for
example credit rating provided by independent agencies (Moody’s,
Standard and Poors, etc.). Typically, rating agencies have to issue a public
statement about the value of a firm’s credit; but they only have limited
information about the firm. In particular, the future evolution of relevant
variables (sales volumes, asset default rates or prepayment rates, etc.) is
very important to the valuation of the firm’s debt. A probability distribu-
tion on the future values of these variables may be difficult to define.



56 PIERRE-YVES GEOFFARD

Instead, it may be more intuitive to assume that these variables will remain
within some confidence interval, and to define the value of the debt as the
value in the worst case, i.e., when the evolution of the relevant variables is
systematically adverse. Another example is the alternative approach to
stochastic models of the term structure of interest rates developed by
Dermody and Rockafellar [9] and Bentami er al. [4]: they define the
value of a given cash-flow as the worst discounted final value of the stock,
assuming that the short rate is systematically unfavorable in the future
(that it is high when borrowing, and low when lending).

Formally, a consumption path is a function c¢: ‘R, — A, where 4 c R™
is the consumption set. The rate of time preference r, belongs for every time
t to some interval [d, D], with 0 <J < D, and the viability set Z is the set
of all continuous functions such that this pointwise condition is met almost
surely. It should be noted that since the discount factor, its derivative, and
the rate of time preference are linked by the relation B,= —r,B,, then
felicity can be expressed as a function of (c,, B,, B,) instead. In this case the
minimum in Eq. (1) is controlled by B instead of r. The pointwise condition
r,€[J, D] defines the viability set V for (B, B) as V={(x,y)eR?
xe[0,1], —Dx<y< —dx}.

DEerINITION 2. The set of admissible discount functions, denoted 4, is
the set of all absolutely continuous functions B from R, to R, such that:

. BO = 1’
« for almost any ¢, the viability condition (B,, B,) € V holds.

If a finite measure u on R, of density exp(—d¢) dt is defined, and some
p>1 is fixed, the Radon—Nykodym derivative x is defined, for any
absolutely continuous function x, in the L| . sense (almost everywhere, and
locally integrable). An admissible discount function B satisfies, for almost
every t, |B,| <D. This, in turn, implies that, as a function, B belongs to
L?(u). This technical property is needed to prove that variational utility, as
given in Definition 1, does exist.

A discount function is called locally interior if for almost every ¢, (B,, B,)
belongs to the interior of V.

For felicity, as a function of (¢, B, B), the following assumption is made:

Assumption 1. For all ¢ in A4, the function f{(c, -) is a convex, differen-
tiable function from V to R, such that for all B, f(c, B, -) is non-decreasing
on its domain, and bounded below by — KB, for some constant K, uniform
in c.

In particular cases of interest (recursive utility), felicity can be shown to
verify the convexity assumption, and Assumption 1 extends this property to
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the general case. The assumption of differentiability is made in order to rule
out all corner solutions, and it will be used to characterize the solution of
the minimization problem by first-order conditions. Consuming now,
ceteris paribus, is preferred when the rate of time preference is high, i.e.,
when the agent is not eager to postpone consumption. Hence felicity is
assumed to increase with r.

Values of f outside A4 x V' are defined by f= — oo if ¢ is not in 4, and
f= 400 if cis in 4 but (B, B) is not in V. This extended function is now
defined from R x N2, and takes its values in R=R U { — o0, + 0}. The
set of extended real numbers R is commonly used in convex analysis, e.g.,
to embed constraints in the integrand (see, e.g., Rockafellar [28]).

The utility of a consumption path is defined by the classical Lagrange
variational criterion:

U(c) = min jwf(c,, B,. B, d1, 2)

Be# Jo

It should be noticed immediately that, as a direct consequence of
Assumption 1, for any consumption path ¢ and any admissible discount
function B, the integrand in Eq. (2) is bounded below by —Ke %" Hence,
the integral is bounded below by —K/d, and cannot take negatively infinite
values. Nevertheless, it can take positively infinite values. On the other
hand, if some path ¢ is not a consumption path (i.e., if on a non-null set
of time, ¢, is not in A), then the integral U(c) is equal to — oo for all dis-
count functions.

2.1. Characterization of the Discount Function

A theorem by Benveniste and Scheinkman [5] characterizes optimal
solutions to Lagrange problems. In particular, for a given consumption
path ¢, it can be used to characterize the discount factor B*, solution to
(2). To write this characterization theorem under a Hamiltonian form
requires defining

H(t, B,u)= min {f(c,, B, B)+ Bu}.

B|(B,B)eV

PropoSITION 2.1. Under Assumption 1, an optimal solution B* to
Problem (2) exists.

Assume B* is locally interior, and denote by u* the dual path associated
to B*. These two paths are characterized by the Hamiltonian dynamics
u*= — Hyand B* = H,, and the transversality condition lim, , , B*u* =0.

Proof. Existence is proved by the traditional Weierstrass method (see,
e.g., Ekeland and Temam [13], Geoffard [21], or Romer [29]), using
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the weak L” topology on the derivative. When the criterium is concave,
weak-L? upper-semi-continuity and strong-L” upper-semi-continuity are
equivalent, and follow from Fatou’s lemma. Moreover, since the maximiza-
tion set is convex, weak-L” compactness is equivalent to boundedness and
strong-L” closeness (by the Alaoglu theorem, which only holds in reflexive
spaces, hence the condition p > 1).

The characterization result is a direct application of Theorem 3A in
Benveniste and Scheinkman [5]. Under differentiability, characterization
by the first-order conditions is a consequence of the Pontryagin principle,
which is merely a different way of writing the Euler equation. Necessity of
the transversality condition for a locally interior solution B* is due to
monotonicity of the integrand in B, and positiveness of B: an alternative
admissible discount function B can be constructed such that, for some
positive constant a, and for all 7 large enough, 0 < B} u} <ou(B,— B}),
which tends to zero since B is admissible. Sufficiency of the transversality
condition is due to convexity of the integrand. Q.E.D.

2.2. Recursive Utility

Recursive utility, as defined by Epstein [ 15], is a special case of varia-
tional utility. This case is obtained when felicity, as a function of consump-
tion, discount, and rate of time preference, is multiplicatively separable in
discount: f(¢, B, r) = BF(c, r). Function F gives the undiscounted felicity, as
a function of current consumption and rate of time preference. Written in
terms of undiscounted felicity F instead of felicity, Assumption 1 becomes:

Assumption 2. For all ¢, F(c, -) is a convex, continuously differentiable
non-decreasing function, bounded below by some constant — K.

Let W be the Legendre transform of F wrt. r: W(c,u)=
min, { F(c, r) —ru}. Under Assumption 2, felicity f is convex w.r.t. (B, B),
since due to the conjugacy relation (see, e.g., Ekeland and Temam [13]),
it is equal to:

f(c, B, B)=BF<c, —i)

B
=Bmax{W(c, u)—Bu}

u

=max { BW(c, u) — Bu},
and the maximum of linear functions is a convex function.
The following proposition shows how variational utility coincides with
recursive utility, when felicity is separable.
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PropPOSITION 2.2. Assume that f(c, B,r)=BF(c,r), where F satisfies
Assumption 2, and set W= F*, the Legendre transform of F. Then:

o for all ¢, the value of the dual variable u* is the recursive utility of
the remaining path defined by the aggregator W;

e the value of the problem is the recursive utility of the whole path c.

Proof. When f= BF, the Hamiltonian H in Proposition 2.1 satisfies
H=Bmin, {F(c,,r)—ru} = BW(c,, u). At the minimum, the rate of time
preference r* is equal to —W,(c,,uf), and the derivatives of the
Hamiltonian are given by Hz= W and H,= BW,. Hamiltonian equations
of Proposition 2.1 are i* = — W and B* = B*W,. Since B is equal to one,
the second equation solves into B} =exp (ff) W, (c,, u¥)ds). The equation
u = — W is the recursive definition of utility, given the aggregator W. The
transversality condition B*u* — 0 closes the definition and shows that the
dual variable u* equals the recursive utility.

For optimal control problems linear in the state, the value is equal to the
scalar product of the state and the dual variable. Therefore, utility of the
whole path, U(c), is equal to Bf ug. The conclusion of the proof follows
from the fact that Bf = 1: the utility of the whole path ¢, U(c), is equal to
ug, the recursive utility of c. Q.E.D.

As an important by-product, Proposition 2.2 gives a semi-explicit for-
mula for the recursive utility U of a path defined by an aggregator . With
F=W?*, the Legendre transform of the aggregator W,

U(c) mmf B,F(c,,r,) dt

Be#

Proposition 2.2 also reveals the dual relation between the aggregator W
and the felicity function F. In this light, the recursive equation u=
— W(c, u) appears as the Euler equation characterizing the solution to a
variational problem. It is analogous to the law of least action governing
motion in physics.

Also note that Proposition 2.2 uses a limit condition at infinity to define
the recursive utility of a path. Epstein [ 15], focusing on bounded utilities,
defines the recursive utility of a path as the only initial value u,, such that
the solution to = — W(c, u) exists and is bounded for all z. Duffie et al.
[11] state explicitly the hidden transversality condition: the recursive
utility is the only initial value u, such that exp(—d¢) u, goes to zero at
infinity. This transversality condition is equivalent to the condition
lim, ,, exp([§ W, (c,, u,) ds) u,=0 of Proposition 2.2.
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The separability assumption has also simple implications for the value
function. For a given path ¢, the function V is defined by

V(B,t)= min ijSF(cS,rS)ds.

Be#,B=p

V gives the value of the minimization problem as a function of the initial
value of the discount. The recursive utility U(c) of a path ¢ is equal to
V(1, 0), and the recursive utility of its tail, U(,c), is equal to V(1, ¢). Given
linearity of the integrand in B,  can be factorized, and

Vip.)=p min [ BFe,.r)ds= V(L 1)=fU(c).

Be#, Bi=1

The value function is differentiable, and is homogeneous of degree one, and
for all B8, V4(B, )= U(,c). The derivative of the value function w.r.t. the
state (the discount factor) at time ¢ is equal to the dual variable at that
time. This is a traditional duality result (see Benveniste and Scheinkman
[5]) that holds in more general situations.

2.3. Uzawa or Additive Utility

The previous construction still applies to the special case where the
generator W is linear w.r.t. u. Two cases are of interest: additive utility and
Uzawa utility. Uzawa [35] writes the utility of a path as

Ue)= " exp <f _R(c) ds> o(c,) dt.

This utility is a straightforward extension of the additive utility, making
the rate of time preference R depend on current consumption. The explicit
form of the utility and its flexibility make it of great use in many applica-
tions (e.g., problems in international trade by Findlay [ 18] or Obstfeld
[25]).

This utility corresponds to the special case when the aggregator W is
linear in u and given by W(c, u)=uv(c)— R(c)u. This specification is
obtained for a rate of time preference that depends only on current con-
sumption. When the rate of time preference is constant, we obtain the
traditional additive utility model.

The felicity function associated to a linear aggregator may take infinite
values, and is defined by

Fle,r)=0(c) if r=R(c) 3
{F(c, r)=+4oo if r#R(c). 3)
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Taking the minimum of the integral over all possible future rates ensures
that the “worst” rate at time ¢ will almost always be equal to R(c,) (to a
constant p in the additive case): this is the only way the integral can be
finite.

3. CAPITAL ACCUMULATION

This section studies an optimal growth model under variational utility.
Formally, the problem is a maxmin problem: the maximum is taken over
all feasible capital paths, and the minimum over all discount functions.
Under standard convexity assumptions, the optimal capital path is charac-
terized by its Hamiltonian dynamics in dimension #, the number of capital
goods. Together with the evolution of the discount factor and its dual
variable, the solution to the maxmin problem is fully characterized by a
Hamiltonian system in dimension n+ 1, autonomous in time. The con-
struction applies to all specific cases of variational utility, such as additive
utility, for which the construction shows that the familiar modified
Hamiltonian dynamics (Cass and Shell [7,8], Scheinkman [30]) in
dimension n can be embedded in a larger space (in dimension n+ 1) and
exhibit a true Hamiltonian structure.

3.1. Capital Paths

DerFiniTION 3. Given an initial capital stock &, a feasible capital path is
an absolutely continuous functions k: R, — R” such that

o ko=¢;
o keL(p);
« the technology condition (k,, k,) € T holds for a.e. 1.

The feasible set X(&) is the set of all feasible capital paths.

Since u is a finite measure, all L” spaces form a decreasing sequence
with p. Therefore, it is true that the condition ke L'(x) would be weaker,
and could possibly extend the applicability of the characterization result
below. However, finding a counter-example, i.e., an economic model where
investment flows are in L'(u) without being in L”(u) for any p > 1, is not
easy.

The technology set T satisfies the following assumption:

Assumption 3. The technology set T is a closed, convex subset of
R" x O, with non-empty interior, where @ is a bounded subset of R".
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3.2. The Reduced Form Model

The consumption path associated with a capital path is given by the
production function n: T — A. Every good produced that is not invested is
consumed: ¢, = n(k,, k,).

An extra technical assumption is made concerning the feasible set:

Assumption 4. 1If k is a locally interior, feasible capital path, then when
7 is sufficiently large, there exists another feasible path, dominated on
[z, +o0] by 1k

This assumption states that if technology 7, with proper investment, can
asymptotically sustain some capital path k, then it can also sustain half of
k; it is required to prove the necessity of the transversality condition.

The production function 7z satisfies the following assumption:

Assumption 5. The production function 7 is a quasi-concave, con-
tinuously differentiable function of (k, k), non-increasing in k.

Quasi-concavity of the production function (for any vector C, the set of
(x, y) such that n(x, y)> C is a convex subset of T') precludes increasing
returns. As has been show by Romer [29] in the additive case, convexity
with respect to the highest derivative is sufficient to prove the existence of
an optimal solution. In the recursive case a similar existence result has been
proved [20] assuming that the aggregator is uniformly continuous.
However, Assumption 5 simplifies the characterization result below.

The trade-off between investment and consumption is formally expressed
by the assumption that z is non-increasing in .

As a function of consumption, the felicity function satisfies the following
assumption:

Assumption 6. Felicity f is a concave, continuously differentiable, and
non-decreasing function of c.

Variational utility of a capital path k is defined via the Lagrangian L:
L(k, k, B, B) = f(n(k, k), B, B). (4)

It should be noted that the Lagrangian L is autonomous in time; first
order optimality conditions lead to true Hamiltonian dynamics. Defining
the integral as Z(k, B) jo L(k,, k,, B,, B, dt, the capital accumulation
problem can be stated as:

max U(k)=max min Z(k, B). (5)

keX keX Be#

An optimal path is a feasible path k*, such that U(k*)> U(k) for any
other feasible path k.
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3.3. Conditions for Optimality

The following theorem characterizes the solution (k*, B*) to the
variational problem max, ming Z(k, B). A combination of traditional
existence results for minmax convex—concave problems, together with
recent existence results for recursive utility maximization problems (either
the topology used in Balder [2] or that used in Geoffard [20] can be
used), could be developed to prove existence of a solution to variational
utility maximization problems. Interiority could be guaranteed, in prin-
ciple, by some “Inada” conditions (see Dulffie et al. [ 12] for an example of
such conditions under recursive utility). Assuming that a locally interior
optimal solution exists, the following result may be stated:

THEOREM 3.1. A locally interior (k*, B*) is a solution to the variational
problem (5) if and only if the two Euler equations and the two transversality
conditions hold.

o Euler equation (discounting):
4
dt

o Transversality condition (discounting):

Ly=Lg

t— o0
o Euler equation (optimizing):

d
%L/é:Lk

o Transversality condition (optimizing):

lim <L;|k>=0.

t— o0

Proof. The first two conditions are straightforward consequences of the
characterization theorem of Benveniste and Scheinkman [5], applied to
the definition of the utility U, which must hold for any capital path k. To
prove that the last two conditions hold, we prove that the maxmin problem
(5) is equivalent to the corresponding minmax problem.

Required assumptions on L as a function of (k, k) follow from assump-
tions (5) and (6) on 7 and f. Since 7 is quasi-concave, and since f is
concave and non-decreasing in ¢, L is quasi-concave in (k, k). Since f is
non-decreasing in ¢ and 7 is non-increasing in k, L is non-increasing in k.
With respect to (B, B), L inherits the convexity property of f.
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The integral %, is therefore quasi-concave in (k, k) and convex in (B, B).
If the maximum is attained at some (k*, B*), then the following saddle-
point property holds:

L(k*, B¥) :m};n ZL(k*, B), (6)
ZL(k*, B*) =max ZL(k, B*). (7)

The maxmin is a supinf, and the order can be reversed. The optimal
solution (k*, B*) is characterized by the set of two Euler equations,
each with a corresponding transversality condition to infinity: given B*,
since k* satisfies (7) and £ is quasi-concave in k, the characterization
result in Benveniste and Scheinkman [5] proves that the Euler equation
(d/dt) Ly=L, must hold, together with the transversality condition
lim, , , {(L;|k)>=0. Similarly, Eq.(6) proves that the Euler equation
(d/dt) L 3= L and the transversality condition lim,_, ., L ;B =0 hold.

The first two conditions prove that Z(k*, B*) is equal to U(k*). The
last two conditions prove that Z(k*, B*) also equals max, Z(k, B*).
Therefore,

U(k*)=max &L(k, B*) > max min ¥ (k, B) = ¥ (k*, B*),
k k

B

which proves that k* is an optimal capital path, and concludes the proof.
Q.E.D.

3.4. Hamiltonian Formulation

In order to write the Hamiltonian dynamics of an optimal interior solu-
tion (k*, B*), the dual variables associated with the state variables & and
B are denoted by ¢ and u, respectively. The Hamiltonian is defined as

H(k, g, B, u) =max min{ L(k, k, B, B) + uB+ {q|k)>}. (8)
k B

The whole set of necessary and sufficient conditions for optimality is

k=H, k(0) =k,

G=—H, lim <{q,|k,>=0

. o 9)
B=H, B(0)=1

u=—Hy tlim B,u,=0.

Notice that the quantity E,= H(k,, q,, B,, u,) remains constant along a
solution (a fundamental property of autonomous Hamiltonian systems).
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4. SOME APPLICATIONS

4.1. Additive Utility: A Hamiltonian Characterization

In additive utility maximization problems of the kind:

max j%e*wmk“k)ch, (10)

ke X(ko) Yo

the stock is the state variable, and the dual variable is the capital price.

Since the discount factor is written explicitly as e ~”/, the dual variable can

be either the current price p or the discounted price ¢, and two

Hamiltonians may be written. (For all details, see Cass and Shell [8].)
In terms of the current price, the Hamiltonian H' is

H'(k, p) = max {o(k, k) + < p| K>} (11)

The Hamiltonian H' is autonomous in time, but the optimal solution
is characterized by a Modified Hamiltonian Dynamical System, in the
terminology of Scheinkman [30]:

{k:H;
p=pp—H;.

The term pp breaks the Hamiltonian structure of the problem.
However, a true Hamiltonian H? can be written, in terms of the dis-
counted price:

H?(t, k, q)=m£1x{e"”v(k,l%)—l—(qll%)}. (12)

This is the standard Hamiltonian associated with the Lagrangian of
problem (10). The dynamics in terms of H? are truly Hamiltonian; but H?
is not autonomous in time.

When a problem is not autonomous in time, the natural question to
be asked is whether the problem could be embedded in a bigger space
and reveal a richer structure. The answer is often affirmative; it is always
affirmative in some weak sense. The additional variable z, defined by Z=1,
and z(0) =0, turns any non-autonomous problem in x into an autonomous
problem in (x, z). But of course, this artefact does not reveal any structure.
However, in the particular case of additive utility growth models, the
variational approach and the fully Hamiltonian dynamics (9) totally
characterize the optimal solution. The additional state variable is the
discount factor, and its dual variable is the utility of the capital path to
come.
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As stated in Section 2.3, additive utility corresponds to the following
Lagrangian:
L(k,k, B, B)=Bu(k, k) if B=—pB
L(k,k, B, B)= + 0 if B# —pB.

The Hamiltonian H is equal to

H(k, q, B, u) =max{Buv(k, k) — pBu+ {q|k>}.
k

With previous notations, H(k, ¢, B,u)=BH'(k, B"'q)— pBu. Once
written in terms of H' the dynamical system may be written as

k=H,=—BH,

G=—H,=H)

B=H,=—pB

i=—Hz=—H'+B '(H,|q) + pu.

The last equation (the dynamics of u) can be simplified into the recursive
equation: 1 = —u(k, k) + pu. The variation in utility through time ( —u) is
equal to the utility given by current consumption, less the “carrying costs,”
or the costs of postponing satisfaction. Moreover, the utility of the remain-
ing path at time ¢ can be written explicitly as:

u,:B—IJ B.o(k,, k) ds.

t

The initial conditions (on the state variables) are k(0) =k, the initial
stock, and B,=1. The (traditional) transversality condition is lim,_,
{q,lk,>=0. The additional transversality condition is lim B,u,=0. Since
B,u,= |} B,v(k,, k,)ds, this condition ensures that the integral
[ B,v(k,, k) ds is deﬁned.

4.2. Recursive Utility
In the recursive case, the same Hamiltonian equations can be written.
Since the aggregator W is the conjugate (w.r.t. state B) of the Lagrangian
L, the Hamiltonian H defined by (8) may be written as
H(k, g, B, u) =max min { L(k, k, B, B) + uB + {q|k)>}
k B

=max {BW(k, k, u)+ {q|k>}.
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This is the Hamiltonian introduced by Epstein [15] in a multi-agent
context. Hamiltonian dynamics, together with appropriate limit conditions,
characterize the optimal solution to a recursive utility maximization
problem.

Other attempts have been made to find the dual properties, or the
Hamiltonian structure, of recursive problems. Major contributions have
been made by Becker and Boyd [3] and Sorger [33]. They only deal with
a recursive criterion ¢ la Uzawa, where the aggregator is W(c, u)=
v(c) — R(c) u. Tt is linear in utility, and not concave.

Becker and Boyd give conditions under which the value function is
smooth, and provide a more complete duality theory in the Uzawa case.
The limit condition in utility-and-discount is stated as an assumption, and
Sorger conjectures that it is a transversality condition. Theorem 3.1 in the
present paper proves this conjecture.

However, linearity of the aggregator leads in a wrong direction:
all attempts to write the problem as a “max-max” variational problem
fail. Extra state and dual variables are introduced, but the variational
problem is written under a concavity assumption. As Sorger [33] notes,
this assumption is not met in the general case: the Hamiltonian is the
maximum over all possible controls of a “pre-Hamiltonian,” which is linear
in the discount variable. Therefore it is convex, and corresponds to a
minimization variational problem. The concavity assumption is only met in
the edge case of a linear aggregator (i.e., both concave and convex), that
is, precisely for Uzawa utility.

Indeed, it is only by investigating the general recursive problem that the
present study was able to exhibit the maxmin structure, and the minimum
principle governing the evolution of the discount.

4.3. The Value Function in the Recursive Case

This section derives simple properties of the value function in the recur-
sive case, assuming differentiability. In the Uzawa case, sufficient condi-
tions for the value function to be differentiable are given by Becker and
Boyd [3]. We did not investigate the conditions under which the same
holds true for the general recursive case, and simply assumed differen-
tiability.

The value function ¥ to the maxmin problem is defined by

V(f,x,1)= max  min j B F(k,, k., r,) ds.
BVt

keX,kj=x Be#; B,=

PROPOSITION 4.1. In the recursive case, the value function is separable
and independent of time: V(f, x, t) = V(x). Moreover, if the value function
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is differentiable in stock, then the dual variable q, is equal to B,V'(k,) for
all t.

Proof. Stationarity implies that " does not depend on ¢, and linearity
of the integrand w.r.t. B implies that }" is homogeneous of degree one in f:
for all (B, x,t), V(B, x,t)=pV(1, x,0): that is with ¥(x)= V(1, x, 0), we
obtain V(f, x, t) =V (x). Function V is the undiscounted value function
for the capital accumulation problem, and it only depends on the current
capital stock.

Under the differentiability assumption, the derivative of the value func-
tion w.r.t. capital, calculated along the optimal capital path, is equal to the
dual variable (the price): V,(B,, k,, t) =¢q,. This completes the proof: ¢,=
B, V'(k,).

4.4. Separability and Stability

The Hamiltonian characterization can be useful in many applications.
This section presents hints of a stability result under a separability assump-
tion. It is merely an extension, to the recursive case, of a result given by
Scheinkman [31] in the additive case. This example shows how the
Hamiltonian characterization can be a simple and powerful tool to extend
results known in the additive case to the recursive case.

Concavity of the integrand w.r.t (k, k) and convexity of the technology
set imply that the value function is concave.

We assume the value function is differentiable. Parallel to the
separability property u(k, k) =u'(k) + u?(k) assumed by Scheinkman [ 317,
it is assumed that the aggregator is separable: W(k,k,u)= W' (k)+
W?(k, u). Then the Hamiltonian is separable, H(k, ¢, B, u)=BH'(B'q) +
H?(k, B, u).

The function ¢(7)=H'(B, 'q,), defined along an optimal path, is a
Lyapunov function. Recalling that ¢,= B, V'(k,), we obtain

. B I
¢(t):H11;(leq1)'{ _B%ql+qutj|

B, 1 |
—HYB; )| ~gsat g BV )+ BV )

=H (B, q,)-[V"(k) k]
=k, V"(k)k,.
This quantity is non-positive given concavity of the value function, and

therefore ¢(¢) decreases along an optimal path. This proves that the steady-
state is globally stable.
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5. CONCLUSION

The variational approach to recursive utility has identified the recursive
equation u,= — W(c,, u,) as the Euler equation to a minimization problem.
This Lagrange problem defines the recursive utility of a path by
Ulc) =min,j3‘“ B,F(c,,r,) dt, where r, is the rate of time preference and B,
the associated discount factor. The evolution of the recursive discount rate
has been shown to obey some “law of least-action.”

The capital accumulation model, where investment is controlled to maxi-
mize a recursive utility objective for consumption, was characterized by a
true Hamiltonian system. Standard, additive utility maximization problems
were embedded in a bigger space, and revealed a richer structure which was
previously hidden in modified Hamiltonian systems.

Recursive utility functions belong to the more general class of variational
utility functions, where the minimum principle still holds, and for which
therefore optimal capital paths are characterized by the same Hamiltonian
dynamics. It may be asked what set of axioms concerning preferences
would lead to such utility functions. These axioms would have to be
weaker, as the model is more general than the recursive one. Intuitively, it
is the time-consistency axiom set in the “recursive literature” (e.g.,
[22, 15]) which would be weakened; this suggests a new direction for
research in addressing the so-called myopia problem [34].
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