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Abstract

We explore the design of climate stress tests to assess and manage macroprudential risks from climate change in the financial sector. We review the climate stress scenarios currently employed by regulators, highlighting the need to (a) consider many transition risks as dynamic policy choices, (b) better understand and incorporate feedback loops between climate change and the economy, and (c) further explore compound risk scenarios in which climate risks co-occur with other risks. We discuss how the process of mapping climate stress scenarios into financial firm outcomes can incorporate existing evidence on the effects of various climate-related risks on credit and market outcomes. We argue that more research is required to (a) identify channels through which plausible scenarios can lead to meaningful short-run impact on credit risks given typical bank loan maturities, (b) incorporate bank-lending responses to climate risks, (c) assess the adequacy of climate risk pricing in financial markets, and (d) better understand how market participants form climate risk expectations and how that affects financial stability. Finally, we discuss the advantages and disadvantages of using market-based climate stress tests that can be conducted with publicly available data to complement existing stress-testing frameworks.
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1. INTRODUCTION

Financial market participants and policy makers are becoming increasingly concerned about the potential risks from climate change to economic activity, corporate performance, and asset values (e.g., Hong, Karolyi & Scheinkman 2020; Krueger, Sautner & Starks 2020; Giglio, Kelly & Stroebel 2021; Litterman et al. 2021; Stroebel & Wurgler 2021). Such concerns have motivated central banks and regulatory authorities around the world to consider whether climate-related risks might undermine financial stability with adverse consequences for the economy (e.g., Carney 2015, Bailey 2020, FSOC 2021).\(^1\)

In this review, we examine the potential for stress testing to assess and manage climate-related risks to financial stability.\(^2\) We discuss various challenges with existing approaches and highlight areas with a particular need for future academic research. We then compare and contrast existing stress-testing methods with alternative market-based stress tests. While we acknowledge that many parts of the financial system, such as insurance companies and asset managers, are potentially exposed to climate risks, our analysis focuses on the assessment of climate risks to the banking sector.\(^3\)

We start by reviewing key aspects of the existing stress-testing toolkit. Stress tests are quantitative assessments of the resilience of individual banks as well as the financial system to severe but plausible realization of adverse economic outcomes such as GDP contractions, increases in unemployment, house price declines, or interest rate movements. Applying this existing toolkit to the analysis of climate risk requires important work in at least two dimensions: (a) the design of scenarios that describe the relevant realizations of climate risk and (b) quantitative modeling of the channels through which these risk realizations lead to adverse economic outcomes that can affect banks and potentially financial stability.

In the first part of this review, we discuss recent progress and future research in the design of climate risk scenarios and the modeling of bank performance under each scenario. We discuss climate scenario design by reviewing the types of climate risk that are often thought to affect economic activity: physical risks (i.e., risks to economic activity from physical manifestations of climate change, such as rising sea levels and heat stress, including wildfires) and transition risks, the effects on economic activity either from regulatory interventions in response to climate risk

\(^{1}\)For example, US Treasury Secretary Janet Yellen (2021) argued: “Climate change poses a potential systemic risk to the American economy, and I believe we must seriously look at assessing the risks to the financial system from climate change. This will be an issue regulators will also have to think more about in the years ahead, and we need to ensure that we have appropriate processes and regulations necessary to assess and mitigate this risk.” Yellen (2023) further warned: “As climate change intensifies, natural disasters and warming temperatures can lead to declines in asset values that could cascade through the financial system. And a delayed and disorderly transition to a net-zero economy can lead to shocks to the financial system as well.” Federal Reserve Vice Chair Lael Brainard (2021) suggested that “going forward, it will be important to improve our understanding of climate-related financial risks and vulnerabilities.”

\(^{2}\)Scenario analysis is a related tool that is sometimes considered synonymous with stress testing. However, Brainard (2021) provides a clear distinction: Scenario analysis is an exploratory exercise that aims to evaluate the resilience of business models to various long-term scenarios. In contrast, stress tests are regulatory exercises conducted to assess the capital adequacy of banks in response to specific short-term shocks. Currently, the Board of Governors of the Federal Reserve is conducting climate scenario analyses, while regulators in some countries are conducting stress tests. For ease of exposition, throughout this review we focus on climate stress tests, though many of our comments would apply equally to scenario analyses.

\(^{3}\)We complement and build upon other papers that review climate-related financial stability risks and related topics (e.g., van Dijk 2020; Brunetti et al. 2022; Reinders, Schoenmaker & van Dijk 2023a,b). Most closely related is a paper by Cartellier (2022) that also discusses climate stress test methodologies used by central banks and researchers.
(e.g., carbon emission taxes and renewable energy subsidies) or from changes in technologies and preferences. These risks, which can potentially interact, operate at different time horizons and differ substantially in terms of both their implications for overall economic activity and the sectoral distribution of any effects.

We then describe recent progress by the Network for Greening the Financial System (NGFS)\(^4\) and others to propose various scenarios of physical and transition risk realizations and review how these scenarios have been adopted and adapted for various regulatory exercises around the world. We also describe areas where scenario design would benefit from further academic research.

First, while economics has little to say about the determination of likely physical climate risk realizations, it is important to realize that transition risks arising from carbon taxes and renewable subsidies are dynamic choices made by policy makers who trade off the benefits and costs of various interventions while considering their political feasibility. Thus, we argue that quantitative studies of the relevant political economy considerations would be helpful in defining a range of realistic or plausible transition risk scenarios and their geographic variation. While climate change and its policy responses are largely uncharted territory, it is worth noting that scenarios involving extreme carbon taxes that significantly raise energy prices and lead to the bankruptcy of high-emissions industries may be deemed implausible in most countries. Even if such a tax were to be introduced, it is essential to carefully consider the potential for its reversal in response to adverse economic and political reactions. These aspects should be taken into account in scenario design.

Second, we believe that deeper analysis is required to understand the many interactions between climate change and the overall economy, so as to better model the economic environment that will accompany physical climate risk realizations. For example, academic researchers disagree about whether states of the world with substantial climate risk realizations will have high or low GDP; the former implies a possibly negative price on climate risk, whereas the latter implies a positive one. Such compound risk considerations—which describe the interactions among climate, economic, financial, political, and other risks—appear crucial for arriving at useful climate stress scenarios.

We also review current approaches to modeling the effects of climate risk realizations in a given scenario on banks, focusing on the effect through banks’ loan books (credit risk) and banks’ portfolios of financial assets (market risk). We argue that a key aspect of assessing the possible credit risk implications of climate change is an appreciation of the average maturity of banks’ exposures to borrowers’ ability to repay. To the extent that bank loans have a relatively low average maturity of typically 3 to 5 years, the probability that climate risk realizations—many of which will only materialize over a medium-term horizon—will result in borrowers’ inability to repay over the length of currently outstanding loans is likely small. More probable is a deterioration in borrowers’ medium-run repayment ability, for example, due to a reduction in future cash flows. While such a medium-run deterioration is perhaps unlikely to lead to immediate loan losses for banks, it could still affect their profitability and franchise values, for example, by raising required regulatory and economic capital. Banks with business models that cater particularly to firms exposed to climate risks (e.g., firms in the oil and gas sector) may see revenue losses if their clients become less profitable and stop investing, though some such losses might be offset by new revenue from financing the green transition. Given these various forces, it would be useful to further

---

\(^4\)The NGFS is a group of central banks, supervisors, and observers committed to “contributing to the development of environment and climate risk management in the financial sector and mobilizing mainstream finance to support the transition toward a sustainable economy” (NGFS 2019). It was launched at the Paris One Planet Summit in 2017. As of June 2023, the NGFS consists of 127 members and 20 observers.
understand the precise channels via which climate risk realizations might affect financial stability over the short run, to specify whether and how such effects operate through a credit channel, and to directly incorporate those channels into stress scenarios.

Beyond credit risk, market risk is another channel through which climate change could affect financial stability. Since expectations of longer-term climate risk realizations can already affect asset values today, they can have an immediate effect on banks through a revaluation of financial assets held on bank balance sheets. To highlight this point, we review the evidence on the extent to which climate-related risks already affect prices across a range of asset classes, including equities, fixed income, and real estate.

While this literature has convincingly documented that climate risks are currently priced across a range of asset classes, much less is known about whether they are adequately priced. The adequacy of current risk pricing is, however, an important question for assessing the likelihood of potentially substantial short-run asset revaluations, as there might be strong learning effects and revisions in the price of risk associated with the inherently evolving nature of climate risk realizations. We argue that to understand the effects of various long-run climate risk scenarios on asset prices today—and, therefore, to assess banks’ market risk—we require a better understanding of the process by which investors update their climate risk beliefs. If investors fail to adequately update beliefs in response to information about future climate risk realizations, this might reduce the average present-day effects of long-run physical climate risks across the different scenarios; on the other hand, it could also lead to more substantial revaluation risk, in case beliefs eventually move to a large extent. Assessing the risks of such revaluation is obviously challenging. Here, too, scenario analysis might play a role in simulating how asset prices might react to various climate stresses.

After discussing the opportunities and challenges of adjusting the standard stress-testing toolkit to analyze climate risks, we compare these tools with market-based approaches proposed by academic researchers (e.g., Jung, Engle & Berner 2021). Market-based approaches to stress tests study the reaction of bank equity values to movements in aggregate risks (Acharya, Engle & Pierret 2014) and help address challenges in regulatory stress tests such as (a) the need for highly standardized but granular (asset class–level) data across institutions, (b) the use of book values of assets in loan books and hold-to-maturity portfolios even when funding conditions reflect their market values, and (c) the static nature of regulatory asset-specific risk weights that determine bank capital requirements even when asset-level risks are evolving quickly. We describe the methodology and summarize the key results of the market-based climate stress test of Jung, Engle & Berner (2021), which captures the immediate expected impacts on bank equity values from changes in climate risk along a range of horizons. We propose a range of directions for future research to further develop such market-based approaches as complements to traditional stress-testing approaches to managing climate risk.

Lastly, we discuss the possible implications of climate stress tests for macroprudential and microprudential supervision. We highlight that research and policy need to better understand the implications of possible green capital requirements, which have been proposed by some regulators, on both carbon emissions and financial stability. More broadly, further research is required to better understand what policy—regulatory and supervisory—measures might be appropriate

---

5 In particular, the market risk of bank borrowers could also affect their credit risk via the rollover risk channel, as noted by, among others, He & Xiong (2012) and Morris & Shin (2016).

6 Since stress-testing scenarios and methodology can be revised by national policy makers relatively frequently in comparison to internationally agreed capital requirements, stress tests may be particularly well suited to dynamically adjusting to the evolution in investors’ climate risk beliefs.
to build resilience against the consequences of climate-related financial risks. This is particularly important because central banks will need to clearly communicate how any proposed policies are justified within their various mandates. However, even if specific interventions might not presently be within central bank mandates, the development of appropriate climate risk scenarios for scenario analyses or stress-testing purposes is still likely to be valuable. In particular, the design of climate risk scenarios can pave the way toward a better understanding of climate-related risks by both bank management and policy makers, for example, by exposing and identifying gaps in information and data, highlighting the need for transparency and disclosure, and establishing uniform standards for bank reporting of climate-related risks.

2. CENTRAL BANK STRESS TESTS AS RISK MANAGEMENT TOOLS

Central banks periodically conduct stress tests to probe the resilience of the financial system and its components to a wide range of macroeconomic and financial risks. Stress tests are quantitative exercises that assess whether bank capital falls below given regulatory minima under relatively severe but plausible scenarios. Stress tests, as employed for bank-level or regulatory (supervisory or macroprudential) risk management purposes, commonly have three components: scenario, model, and outcome (Figure 1).

The first step of a stress test is to design a set of relatively severe scenarios to consider. A scenario is a combination of macroeconomic and financial shocks that are expected to affect the resilience of individual banks as well as the financial system. It describes the severity of the identified shocks,
the transmission channels to important outcomes, and the time horizon over which the stress could materialize. In order to design climate stress scenarios, both direct and indirect impacts of shocks are analyzed and both macro scenario variables (e.g., GDP and unemployment) and climate pathways (e.g., greenhouse gas emissions and temperature evolution) are produced as the input to models in the next step.

The second step involves a set of models that explore how the realizations of the various indicators described in a stress scenario affect banks. For each type of risk (e.g., credit risk, market risk), a granular approach that reflects the structure of different banks’ balance sheets and income statements is used to understand how risk realizations would affect each assessed entity. This approach requires detailed exposure information and other data from the banks used to project losses in the event of a shock based, among other things, on historical data on banks’ profitability under various macro conditions.

The result is a set of stress test outcomes including bank capital shortfalls, net interest income, preprovision net revenue, and balance sheet projections under the stress scenario. In addition to accounting measures, outcomes can include forward-looking market-based measures. For example, a shock to the viability of firms with loans from a bank could substantially reduce the market capitalization of the bank.

Supervisory stress tests generally focus on individual bank outcomes. For macroprudential stress tests, additional modeling elements are required to reflect potential feedback loops within the financial system, such as contagion between banks and spillover effects between the real economy and the banking sector.

3. CLIMATE RISK SCENARIOS

The first step in using stress tests for climate risk management is to determine the set of possible stress scenarios to consider. Climate stress tests differ from pure financial stability stress tests in terms of their objectives. While financial stability stress tests assess primarily the resilience of financial institutions to shocks and economic downturns, climate stress tests, with their broader and longer-term perspective, aim to guide financial institutions in managing climate risks. As a result of this divergence, there is a need for unique scenario designs specifically tailored to assess climate risks.

We begin this section by reviewing the various channels through which climate change can affect overall economic activity, considering also the horizon over which these channels are operative. We then review recent efforts to turn a qualitative understanding of these channels into quantitative measures that can be used for stress testing. We discuss the development of common stress-testing scenarios by the NGFS, as well as various scenarios used by national regulators. We conclude this section with a range of suggestions for further academic research that would be helpful in the development of the next generation of climate risk scenarios.

3.1. Climate-Related Risks to Economic Activity

Climate-related risks to the economy are commonly categorized into two types: physical risks and transition risks (e.g., Baudino & Svoronos 2021; Giglio, Kelly & Stroebel 2021; Stroebel & Wurgler 2021; FSB & NGFS 2022). Physical risks refer to the effects on economic activity and asset values that come from the direct manifestations of climate change, such as floods, heat waves, and wildfires. For example, sea level rise and coastal flooding can cause economic damage by destroying residential properties and factories in coastal areas. Similarly, heat stress can jeopardize agricultural activities and subsequently devastate crop production, lead to an escalation of energy expenditures, and depress worker productivity. The economic effects of physical risk realizations...
differ across space and can, in some circumstances, even be positive, for example, when agricultural productivity rises in areas that were previously too cold.

Transition risk instead refers to the economic losses resulting from changes in policies, technologies, or preferences during the transition to a less carbon-intensive economy. The effects of transition risk realizations can differ across industries. Consider the introduction of carbon taxes or carbon pricing (as seen in Europe) as an example of a policy transition risk realization. Such risk realizations would reduce the profitability and even the viability of fossil fuel firms but would improve the profitability of firms producing renewable energies (see the extensive discussion in van Benthem et al. 2022). Technological innovations to reduce carbon emissions can also create both winners and losers. For example, advances in the range of electric vehicles would hurt the sales and profits of internal combustion engine car manufacturers and their suppliers at the expense of firms with a bigger focus on electric vehicles. Similarly, a change in the preferences of consumers, producers, investors, and even employees might trigger a switch to greener products.

Recent research has improved our understanding of financial market participants’ perceptions of the relative importance of physical and transition risks over both short- and long-term horizons. These survey results can provide a valuable guide to the design of stress scenarios that are viewed as both plausible and important by market participants. Krueger, Sautner & Starks (2020) find that, among investment professionals, regulatory and technological risks are regarded as somewhat more important than physical risks. Moreover, most respondents expect that regulatory climate risks are already important today, while physical risks are generally thought to become important only over longer horizons. Stroebel & Wurgler (2021) document that finance academics, professionals, regulators, and policy makers consistently think that regulatory risks are the key climate risk for investors and firms over the next 5 years, while physical risks are the top risk over the next 30 years. The implied relative importance of different risks from such surveys is consistent with findings from a joint review of the practice of climate scenario analyses (FSB & NGFS 2022). That analysis suggested that almost 90% of the central banks’ exercises explored the implications of transition risk, while approximately 67% analyzed the effects of physical risks.

Physical and transition risks sometimes move together and sometimes in opposite directions. Specifically, in the early stages of the transition, these risks can move together, as increasing physical damages cause legislators to implement increasingly forceful regulatory responses. Over a longer time, and to the extent that regulatory interventions are effective in reducing carbon emissions and slowing the process of climate change, long-run physical risk might decline as a result of the realization of transition risk. Conversely, delays in such policies could reduce transition risks but increase long-run physical risks. Yet another possibility is that an increasing manifestation of physical risks leads to more adaptation and mitigation responses by private agents that render the incidence of these risks less damaging and thus reduce the need for regulatory action. Climate risk scenarios, therefore, need to consider a range of possible joint evolutions of both physical and transition risks (as in Bank Engl. 2022).

This statistic might partly reflect the relative availability and consistency of data and modeling methodologies. For example, central banks identify granular climate-related information on counterparties, location data, and climate-related projections as the key data gaps (FSB & NGFS 2022), and better availability of such data might lead to more stress scenarios that consider physical risks.

8The Bank of England finds that the Late Action scenario would have a much greater physical risk compared with the Early Action scenario (Bank Engl. 2022).
3.2. Common Scenario Design

Turning this heuristic understanding of the potential importance of physical and transition risks into quantitative climate risk scenarios involves several challenges. First, unlike other stress scenarios such as housing price declines, no historical precedent exists for either extreme physical or transition risk realizations that would allow a careful calibration of their broader economic effects. Second, many climate risks may only materialize over rather long time horizons, introducing substantial uncertainties around, for example, the extent to which households, firms, and governments will invest in adaptation measures that reduce the economic implications of extreme weather events. Third, it is important to analyze both direct and indirect impacts of climate risk realizations. To analyze the direct impacts, climate impact models need to be developed to quantify the potential losses caused by acute physical events such as floods and hurricanes. To quantify the indirect effects, climate models need to be used to turn scenario narratives, including climate policies and technology changes, into transition pathways such as temperature and carbon trajectories and energy demand and prices. These pathways are further fed into macro models to estimate the impact of the underlying shocks on macro indicators such as GDP, unemployment, and inflation.

While these challenges have yet to be fully addressed, central banks and regulators have taken important first steps in developing a range of climate risk scenarios. Most importantly, the NGFS has played a leading role in the development of a set of climate risk scenarios to serve as a common starting point for different regulators (NGFS 2020, 2021). Such standardization of the risk scenarios has the benefit of improving the comparability of stress tests across different banks and regulators.

In June 2020, the NGFS (2020) published pathways for its first four scenarios: Disorderly Transition, Orderly Transition, Hot House World, and Too Little Too Late. These scenarios are based on the orderliness of the transition pathway and the achievement of climate targets (Figure 2a). In June 2021, the NGFS (2021) published the second version of its scenarios,
describing six scenarios across three categories: Orderly Transition (Net Zero 2050, Below 2°C), Disorderly Transition (Divergent Net Zero, Delayed Transition), and Hot House World [Nationally Determined Contributions (NDCs), Current Policies] (Figure 2b). Importantly, the NGFS does not assess the likelihood of each scenario and emphasizes that they should not be viewed as forecasts. Instead, they “aim at exploring the bookends of plausible futures (neither the most probable nor desirable) for financial risk assessment” (NGFS 2020, p. 6).

The Hot House World scenarios assume that current policies are maintained, resulting in high levels of emissions that lead to global temperature increases in excess of 3°C by 2100. In these scenarios, transition risk is limited while physical risk is severe. In the two Orderly Transition scenarios, physical and transition risk realizations are relatively mild. For example, Net Zero 2050 is a scenario in which global warming is limited to 1.5°C and global net zero CO₂ emissions are achieved by around 2050. In contrast, the Disorderly Transition scenarios involve higher transition risk realizations due to delayed or divergent policy implementations. For example, the Delayed Transition scenario assumes that annual emissions do not decrease until 2030.

On the basis of these scenario narratives, different models are applied to produce specific scenario variables such as the pathways for temperature, carbon emissions, and carbon prices, as well as macro indicators such as GDP and unemployment. The NGFS (2021) outlines three sets of models that are typically employed to map scenario narratives to scenario variables (Figure 1). First, to estimate the direct effects of climate risk realizations, climate impact models take emission and economic exposure data and generate climate variables, such as temperature, and economic variables, such as direct losses from natural disaster events. Second, to estimate the indirect effects of climate risk realizations, transition pathway models take climate policies such as constraints from an emissions budget as inputs and generate specific trajectories of carbon prices and temperature. Third, economic impact models, such as the National Institute Global Econometric Model (NiGEM) and integrated assessment models (IAMs), take transition pathways as inputs and produce projections of key economic variables, such as GDP, unemployment, and inflation.

Different combinations of such models generate a different set of scenario variables. On average, the Net Zero 2050 scenario is expected to cause a 1.97% reduction in world GDP due to chronic physical risk, compared with the baseline scenario. The Delayed Transition scenario is projected to result in a larger GDP decline of 2.86%, while the Current Policies scenario is estimated to cause the greatest average GDP reduction of 5.66%.

### 3.3. Climate Risk Scenarios in Practice

Many regulators have conducted climate stress tests and scenario analyses, and many more such exercises are planned for the coming years. While regulators have often employed the NGFS scenarios described in the preceding section, others have developed additional scenarios that focus on aspects that are particularly relevant to the respective economics. Table 1 reviews the different scenarios chosen by various financial regulators.

Among the regulators working with the NGFS scenarios, some have adopted them directly. For example, the Australian Prudential Regulation Authority uses the Delayed Transition and

---

9At least 23 jurisdictions, including the European Union, have conducted a total of 35 scenario analyses and climate stress tests to understand the implications of outcomes for both individuals and aggregate financial systems (FSB & NGFS 2022).

10Currently, it appears that not all central banks make a clear distinction between scenario analyses and stress tests. Establishing greater consistency in this area would be beneficial.
<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Organization</th>
<th>Scenarios</th>
<th>Description</th>
<th>Corresponding scenarios</th>
<th>Example macro outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Australian Prudential Regulation Authority</td>
<td>Scenario 1</td>
<td>A delayed but then rapid reduction in emissions by 2050</td>
<td>Disorderly Transition: Delayed Transition scenario (NGFS 2020)</td>
<td>No data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scenario 2</td>
<td>A continuation of current global policies and forecasts</td>
<td>Hot House World: Current Policies scenario (NGFS 2020)</td>
<td>No data</td>
</tr>
<tr>
<td>Canada</td>
<td>Bank of Canada</td>
<td>Baseline scenario: business as usual</td>
<td>No further action to limit global warming is taken; emissions rise unabated and cause a substantial increase in average global temperatures</td>
<td>Hot House World: Current Policies scenario (NGFS 2020)</td>
<td>No data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NDCs scenario</td>
<td>Beginning in 2020, countries act according to their pledges under the Paris Agreement, but actions are not enough to limit warming to 2°C by 2100</td>
<td>Hot House World: NDCs scenario (NGFS 2020)</td>
<td>A 4% reduction in annual GDP compared with baseline scenario by 2050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2°C (consistent) scenario</td>
<td>Countries act to limit global warming to 2°C by 2100</td>
<td>Orderly Transition: Net Zero 2050 scenario (NGFS 2020)</td>
<td>A 13% reduction in annual GDP compared with baseline scenario by 2050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2°C (delayed action) scenario</td>
<td>New policies will not be implemented until 2030; by 2100, global warming is limited to 2°C</td>
<td>Disorderly Transition: Below 2°C scenario (NGFS 2020)</td>
<td>A 21% reduction in annual GDP compared with baseline scenario by 2050</td>
</tr>
<tr>
<td>European Union</td>
<td>European Central Bank</td>
<td>Transition: long-term Orderly scenario</td>
<td>Climate policies are introduced early and gradually become more stringent</td>
<td>Orderly Transition: Net Zero 2050 scenario (NGFS 2020)</td>
<td>EU cumulative GDP growth in 2050 versus 2021 is 65%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transition: long-term Disorderly scenario</td>
<td>New climate policies are not introduced until 2030; limit warming to below 2°C</td>
<td>Disorderly Transition: Delayed Transition scenario (NGFS 2020)</td>
<td>EU cumulative GDP growth in 2050 versus 2021 is 58%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transition: long-term Hot House World scenario</td>
<td>No new climate policies are implemented; emissions grow until 2080, leading to ~3°C of warming</td>
<td>Hot House World: Current Policies scenario (NGFS 2020)</td>
<td>EU cumulative GDP growth in 2050 versus 2021 is 57%</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Organization</th>
<th>Scenarios</th>
<th>Description</th>
<th>Corresponding scenarios</th>
<th>Example macro outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition: short-term Disorderly risk scenario</td>
<td>Carbon price increase is frontloaded to 2022, 2023, and 2024</td>
<td>Disorderly Transition: Delayed Transition scenario (NGFS 2020)</td>
<td>EU GDP grows cumulatively by ~7.4% in the period 2021–2024, compared with 10.5% in a baseline scenario</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical: drought and heat scenario</td>
<td>Severe drought and heat wave are assumed to hit Europe on January 1, 2022</td>
<td>Not applicable</td>
<td>No data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical: flood risk scenario</td>
<td>Severe floods take place across Europe on January 1, 2022</td>
<td>Not applicable</td>
<td>No data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>Autorité de Contrôle Prudentiel et de Résolution–Banque de France</td>
<td>Reference scenario</td>
<td>Transition starts as early as 2020; limit rise of temperatures below 2°C</td>
<td>Orderly scenario (NGFS 2019)</td>
<td>Average annual growth rate of the real GDP stabilizes in 2050 at ~1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variant 1: late reaction scenario</td>
<td>More stringent measures will be implemented in 2030</td>
<td>Disorderly scenario (NGFS 2019)</td>
<td>Volume of GDP in 2050 is down 2.1% compared with the reference scenario</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variant 2: scenario of a swift and abrupt transition</td>
<td>Renewable energy technologies are not as mature as expected in the reference scenario, resulting in higher energy prices</td>
<td>Alternative Disorderly scenario (NGFS 2019)</td>
<td>Volume of GDP in 2050 is down 5.5% compared with the reference scenario</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Physical risk scenario</td>
<td>A society with medium population growth and income, high emissions, technological progress, production, and consumption patterns is a continuation of past trends</td>
<td>SSP2 &amp; RCP8.5 scenario (IPCC 2019)</td>
<td>No data</td>
</tr>
<tr>
<td>Hong Kong (China)</td>
<td>Hong Kong Monetary Authority</td>
<td>Physical scenario</td>
<td>High-emissions pathway</td>
<td>RCP8.5 scenario (IPCC 2019)</td>
<td>No data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Orderly Transition scenario</td>
<td>Early and progressive actions to achieve the climate goals of the Paris Agreement</td>
<td>Orderly scenario (NGFS 2019)</td>
<td>CO₂ emission will be around 5 billion tonnes per year in 2050; CO₂ price will reach around $300 per tonne</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Organization</td>
<td>Scenarios</td>
<td>Description</td>
<td>Corresponding scenarios</td>
<td>Example macro outcome</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------</td>
<td>-----------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Netherlands</td>
<td>De Nederlandsche Bank</td>
<td>Disorderly Transition scenario</td>
<td>Climate policies will not be implemented until 2030</td>
<td>Disorderly scenario (NGFS 2019)</td>
<td>CO₂ emission will be zero in 2050; CO₂ price will reach around $750 per tonne</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technology shock scenario</td>
<td>The share of renewable energy in the energy mix doubles due to a technological breakthrough</td>
<td>Not applicable</td>
<td>A 2.0% increase in GDP level compared with the baseline model in the fifth year after the shock</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Double-shock scenario</td>
<td>The carbon price rises globally by $100 per ton due to additional policy measures; the share of renewable energy in the energy mix doubles due to a technological breakthrough</td>
<td>Not applicable</td>
<td>A 0.9% increase in GDP level compared with the baseline model in the fifth year after the shock</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Confidence shock scenario</td>
<td>Corporations and households postpone investments and consumption due to uncertainty about policy measures and technology</td>
<td>Not applicable</td>
<td>A 0.6% reduction in GDP level compared with the baseline model in the fifth year after the shock</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Bank of England</td>
<td>Policy shock scenario</td>
<td>The carbon price rises globally by $100 per ton due to additional policy measures</td>
<td>Not applicable</td>
<td>A 0.5% reduction in GDP level compared with the baseline model in the fifth year after the shock</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Early Action</td>
<td>Transition to a net-zero economy starts in 2021; by 2050, carbon emissions are reduced to net zero. Global warming is limited to 1.8°C</td>
<td>Orderly Transition: Net Zero 2050 scenario (NGFS 2020)</td>
<td>By 2050, UK GDP is around 1.4% below a counterfactual path in which there are no additional headwinds from climate risks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Late Action</td>
<td>New policies will not be implemented until 2031 and are then more sudden and disorderly; by 2050, global warming is limited to 1.8°C</td>
<td>Disorderly Transition: Delayed Transition scenario (NGFS 2020)</td>
<td>By 2050, UK GDP is around 4.6% below a counterfactual path</td>
</tr>
<tr>
<td>Jurisdiction</td>
<td>Organization</td>
<td>Scenarios</td>
<td>Description</td>
<td>Corresponding scenarios</td>
<td>Example macro outcome</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>United States</td>
<td>Federal Reserve</td>
<td>No additional action</td>
<td>No new climate policies introduced beyond those already implemented; by 2050, global temperature levels reach 3.3°C</td>
<td>Hot House World: Current Policies scenario (NGFS 2020)</td>
<td>By 2050, UK GDP is around 7.8% below a counterfactual path</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Current Policies</td>
<td>No new climate policies introduced beyond those already implemented; by 2100, global temperature levels reach 3°C</td>
<td>Hot House World: Current Policies scenario (NGFS 2020)</td>
<td>By 2030, US GDP is around $24,030 billion (in 2012 prices); carbon price reaches $17 per tonne (in 2010 prices)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Net Zero 2050</td>
<td>Transition to a net-zero economy starts in 2023; by 2050, carbon emissions are reduced to net zero. Global warming is limited to 1.5°C</td>
<td>Orderly Transition: Net Zero 2050 scenario (NGFS 2020)</td>
<td>By 2030, US GDP is around $23,574 billion (in 2012 prices); carbon price reaches $162 per tonne (in 2010 prices)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Physical risk scenario (common shock)</td>
<td>A severe hurricane resulting in both storm surge- and precipitation-induced flooding in the US Northeast</td>
<td>SSP2–4.5 &amp; RCP4.5 scenario and SSP5–8.5 &amp; RCP8.5 scenario (IPCC 2019)</td>
<td>No data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Physical risk scenario (idiosyncratic shock)</td>
<td>Participants should select a hazard event and geographic regions based on materiality to their business models and exposures</td>
<td>SSP2–4.5 &amp; RCP4.5 scenario and SSP5–8.5 &amp; RCP8.5 scenario (IPCC 2019)</td>
<td>No data</td>
</tr>
</tbody>
</table>

Abbreviations: NDCs, Nationally Determined Contributions; RCP, Representative Concentration Pathway; SSP, Shared Socioeconomic Pathway.
Current Policies scenarios without further refinement of the narratives, but carries out Australian-specific modeling to provide macro outputs (APRA 2021). Some central banks instead use scenario specifications that are modifications of the NGFS scenarios. For example, the Bank of Canada uses the NGFS Current Policies, NDCs, Net Zero 2050, and Below 2°C scenarios but modifies the time horizon under consideration (Ens & Johnston 2020). Specifically, while the NGFS scenarios assess emission and temperature reductions by 2050, the Bank of Canada expands the horizon until 2100 and sets the objective to limit global warming to 2°C by 2100. Similarly, the Bank of England applies the Net Zero 2050, Delayed Transition, and Current Policies scenarios but adjusts the temperature goals to be 1.8°C, 1.8°C, and 3.3°C by 2050, respectively (Bank Engl. 2021). Other central banks use a combination of NGFS and Intergovernmental Panel on Climate Change (IPCC) scenarios. For instance, the Hong Kong Monetary Authority directly adopts the IPCC Representative Concentration Pathway (RCP) 8.5 (high-emissions scenario) to assess the effect of physical climate risks, along with the Orderly Transition and Disorderly Transition scenarios to assess transition risks (Hong Kong Monet. Auth. 2021). Similarly, the Board of Governors of the Federal Reserve System applies the NGFS Current Policies and Net Zero 2050 scenarios in the transition risk module of its scenario analyses as well as the IPCC SSP2–4.5 & RCP4.5 scenario and the SSP5–8.5 & RCP8.5 scenario in the physical risk module (Board Gov. Fed. Reserve Syst. 2023).

Some regulators have developed their own scenarios independently of those provided by the NGFS. For instance, De Nederlandsche Bank focuses on energy transition risks and proposes four scenarios based on two dimensions: government policy and technological developments (Vermeulen et al. 2021). The technology shock scenario assumes that the share of renewable energy in the energy mix doubles as a result of a technological breakthrough, but there is no policy to mitigate the adverse impact of climate change. The policy shock scenario supposes that the carbon price rises globally by $100 per ton due to additional policy measures, but there is no technological breakthrough that lowers carbon emissions.

### 3.4. Scenario Design: Avenues for Future Research

While much progress has been made in recent years to develop the first set of climate risk scenarios, many questions remain. In this section, we discuss avenues for future academic research to improve the design of climate stress scenarios.

#### 3.4.1. Regulatory transition risk as a policy choice.

Climate stress tests should ideally consider scenarios that represent extreme but plausible climate risk realizations. The decision of which physical climate risk scenarios fit this description is largely outside the realm of economics, and

---

11 IPCC scenarios are designed on the basis of carbon emissions and socioeconomic pathways, and they are developed to assess physical risks. The NGFS has adopted them in the design of phase I scenarios. Both the IPCC and the NGFS use IAMs to develop transition pathways. NGFS scenarios, except the Net Zero 2050 scenario, do not have IPCC equivalents, because the NGFS focuses on transition pathways whereas the IPCC focuses on physical risks.

12 RCPs describe different levels of greenhouse gases and other radiative forcings that might occur in the future. The four RCPs span a broad range of forcings in 2100 (2.6, 4.5, 6.0, and 8.5 W/m²) but do not include any socioeconomic changes to go alongside them (IPCC 2019).

13 Shared Socioeconomic Pathways (SSPs) are complementary to the RCPs. They look at five different ways (SSP1–5) in which the world might evolve (along dimensions such as population, economic growth, education, urbanization, and the rate of technological development) in the absence of climate policy and how different levels of climate change mitigation could be achieved when the mitigation targets of RCPs are combined with this evolution (IPCC 2019).
basing it on the best available scientific consensus, such as that produced by the IPCC, seems like the right approach.

On the other hand, regulatory transition risk realizations are unlikely to be primarily—and certainly not entirely—driven by exogenous physical processes. Instead, they are the outcome of a decision process by a policy maker that aims to trade off the policy’s costs and benefits (Acharya et al. 2023). When considering the implementation of a carbon tax, for example, policy makers are highly likely to be mindful of the potential risks it presents, such as the potential to endanger the short-term debt-servicing capabilities of high-emissions firms or to significantly diminish economic activity.\(^{14}\) While it is tempting on a first pass to treat energy prices as exogenous to a carbon tax, a carbon tax likely raises energy prices in general equilibrium (at least in the short term, until the transition to adequate renewable capacity is complete). This would, in turn, compress aggregate demand and reduce economic activity. The resulting energy price movements can also have important distributional consequences (Känzig 2021). Some such considerations likely explain the divergent policy paths adopted by Europe and the United States. Finally, political inclination to tackle climate change may lack time consistency or may vary over the electoral cycle, especially once the transition to renewable energy has made progress. This lack of commitment can induce a countervailing private response via activism of long-term investors or climate-sensitive employees and lead to net zero commitments by firms (Acharya, Engle & Wang 2023).

Therefore, we believe that it is important to complement the design of plausible transition risk scenarios with a more formal exploration of which policies and private responses—over time and across states of the world—are likely to be subgame-perfect equilibrium outcomes. Research that combines insights into the relevant political economy considerations with quantitative modeling techniques to explore whether a scenario with a given regulatory intervention is a plausible equilibrium policy outcome has the potential to add substantial value to regulatory practice (for the implications of climate policies and a broader review, see Annicchiarico et al. 2021; Diluiso et al. 2021; Dunz, Naqvi & Monasterolo 2021; Carattini et al. 2022).\(^{15}\)

### 3.4.2. **Feedback loops between climate change and the economy.**

A key goal in the design of climate risk scenarios is to assign plausible GDP levels that would coincide with the realizations of various climate risk realizations. While existing models such as NiGEM provide one path to assessing these relationships, more research is required to ensure that the resulting scenarios do indeed accurately capture the various feedback loops between climate risks and economic activity.

A key challenge in determining these codependencies is that, unlike macroeconomic and financial risk factors with in-sample realizations that typify the traditional bank stress tests, extreme physical or regulatory climate risks have not yet occurred, minimizing the usefulness of statistical techniques to understand the relevant feedback loops. Therefore, understanding the relationship between, for example, climate risk realizations and GDP growth requires the use of structural economic models.

In existing models, several opposing forces are at work (for a detailed discussion, see Giglio, Kelly & Stroebel 2021; Giglio et al. 2021). A key ingredient in many dynamic integrated

---

\(^{14}\)Here, we are not arguing that certain policies are entirely infeasible in specific states of the world, but merely pointing out that there is a dependence between the two. We note that several studies (e.g., Carattini & Sen 2019; Carattini, Heutel & Melkadze 2021; Ramelli et al. 2021) suggest that there can be unexpected components to policy making.

\(^{15}\)Some transition risks, such as risks coming from changes in preferences or technologies, may not be a policy choice. However, regulatory risk is often viewed as the most concerning transition risk (e.g., Stroebel & Wurgler 2021, FSB & NGFS 2022).
climate–economy (DICE) models along the lines of Nordhaus & Boyer (2000) is that climate change is the by-product of economic growth; damages from climate change, which are often modeled as a tax on consumption, are thus largest when GDP levels are the highest. In contrast, models along the lines of Weitzman (2012, 2014) and Barro (2015) consider the possibility of climate disasters: low-probability catastrophic climate events that could dramatically affect the economy. In those models, states with substantial physical climate risk realizations and low GDP can occur jointly, with low-GDP states directly resulting from realizations of the climate disaster.

Survey evidence mirrors this disagreement about the relationship between climate change and economic activity. Stroebel & Wurgler (2021) find that 32% of their survey respondents believe investments that mitigate climate damages pay off particularly in good economic times, consistent with expecting climate damages to be larger during those good times. They also find that 13% of survey respondents believe investments that mitigate climate damages are more likely to pay off in bad economic times, while 55% of respondents do not see a strong relationship between the payoffs to investments to mitigate climate change and economic conditions.

Given this disagreement both in survey data and across modeling approaches, research that further advances our understanding of the feedback loops between climate change and economic activity can help with the generation of plausible economic pathways in scenarios with large physical climate risk realizations. Such research may also help ascertain whether and when the market price of physical climate risk is likely to be negative (DICE models) versus positive (climate disaster models), enabling better mapping of climate risk into market risk.

3.4.3. Compound risk. It is widely recognized that multiple risks may be realized at the same time, giving rise to compound risk. Conceptually, at least three distinct cases can arise. First, the realization of two risks at the same time may be purely due to chance when risks are independent. Second, realizations of multiple risks at the same time may occur because both are reflections of a common underlying event. Third, and most relevant for systemic risk implications of climate change, compound risk scenarios may result when the realization of one risk subsequently increases the probability of another risk, so that there is a causal ordering or feedback between the risks. For example, the feedback loops between growth and climate risk discussed in the preceding section are a potential source of this type of compound risk. But there are other potentially important compound risk channels when considering climate risks. For example, researchers have discussed possible feedback loops whereby increasing climate change raises the probability of pandemic risks (Di Marco et al. 2020).

How should compound risks be modeled in stress test scenarios? A general result is that the probability that at least one risk occurs is greater than or equal to the probability of a specific risk occurring. Similarly, the loss that occurs from compound risk is greater than or equal to the loss from a specific risk. Thus, looking at risks separately will bias downward both the probability and the severity of the risk. As risk managers and regulators examine multiple scenarios, they must correct for these biases, which will typically be challenging.

Some special cases illustrate the issues. If two risks are completely dependent, so that whenever one occurs, the other occurs, then the probabilities of the events are the same but the damages must be added together. Alternatively, if the risks are independent, then the probability that neither risk occurs is (1–2α) if α is small. Therefore, choosing a stress level with a probability of α/2 will make the probability of a compound risk equal to α.

In addition, the scenarios can be constructed to account for the possible temporal ordering of risk realizations. For example, carbon emissions from economic growth might cause only climate risks with a substantial delay, and the effects of regulatory risk realizations on growth may take some time to materialize. As discussed above, improving our understanding of the
The dependence of climate risks and other risks requires substantial econometric and theoretical analysis. For some climate risk realizations (e.g., hurricanes or a higher carbon price), past data can be informative—for example, one could study how large movements in the carbon price in the European Emissions Trading System affect outcomes (Känzig 2021). For other risk realizations without any in-sample equivalent, theoretical equilibrium modeling as well as disequilibrium analyses is likely to be required.

If the nature of dependence between risks is intermediate—for example, because sometimes climate risk realizations co-occur with economic slowdown, but not always16—then the statistical analysis of tail dependence suggests a possible path forward. Tail dependence is defined as the limit as $\alpha$ goes to zero of the probability that risk 1 (say, economic growth) is in the tail conditional on risk 2 (say, climate risk) being in the tail (Sibuya 1960; Joe 1997; McNeil, Frey & Embrechts 2015). Importantly, correlation between the two risks is neither necessary nor sufficient for tail dependence. There is a substantial literature on estimating the tail dependence between events (Frahm, Junker & Schmidt 2005). Once the tail dependence is estimated, one can find the probability that both risks occur. Suppose, then, that a risk manager seeks the property that a scenario has an overall probability less than or equal to $\alpha$ of a compound risk occurring. To achieve this property, the risk manager can factor in tail dependence and adjust the probabilities (and, thus, the threshold quantiles that lead to stress) of individual risks.

We believe that estimating the tail dependence of climate and other macroeconomic or financial risks is a fertile area for future research, in particular for those climate risk realizations, such as carbon price movements, for which we observe in-sample realizations. Such studies can pave the way toward a judicious construction of compound risk scenarios in climate stress tests. However, we note that, given the absence of a realized large-scale climate event thus far, it is crucial to exercise caution when extrapolating statistical tail dependence estimates derived from historical data.

### 4. CLIMATE RISK AND BANKS

After a set of scenarios has been selected, the next step in a climate stress test involves understanding how the changes in the climate and macroeconomic variables specified by the scenarios affect banks’ financial situations. Both physical and transition climate risks can, in principle, affect banks through multiple channels (Figure 3), including through their loan books (credit risk) as well as their trading portfolios (market risk). We next discuss several considerations that are important to assess when each of these channels has the potential to affect financial stability via its implications for banks’ financial situation (see also Grippa, Schmittmann & Suntheim 2019; BIS 2020; Bolton et al. 2020).

#### 4.1. Credit Risk Channel Through Loan Portfolios

Most directly, climate risk can affect a bank’s credit risk through its loan book, with both physical and transition risk realizations potentially reducing borrowers’ abilities or willingness to repay outstanding loans.

16The nature of dependence between risks can vary, including in cases where climate risk realizations do not co-occur with an economic slowdown. In fact, Roth Tran & Wilson (2020) find that local income, employment, and wages increase after natural disasters. In certain situations, economies may possess enough resilience to absorb the shocks caused by physical climate risks without experiencing a significant slowdown. Furthermore, transition climate risks can present new economic opportunities. For example, investments in renewable energy, electrified cars, and sustainable technologies have the potential to stimulate economic growth.
Any quantitative assessment of the materiality of various climate risks for a bank’s loan portfolio requires a comparison of the horizon over which these risks are expected to materialize and the average maturity of banks’ loans. Recent research has documented that the average maturity of loans of the US banks at origination is between 3 and 5 years (Blickle et al. 2020, Chodorow-Reich et al. 2022), and the average maturity in the case of European banks is closer to 5 years (Berg et al. 2017).

Physical climate risk realizations have the potential to increase the credit risk exposure of banks. As an example, declining house prices due to sea level rise (or the risk of future sea level rise) may induce borrowers to default on their mortgages (Bailey et al. 2019). Similarly, cash flow shocks from floods and wildfires, for example due to the need to invest in rebuilding, might reduce homeowners’ ability to make mortgage payments (Ganong & Noel 2023). Through both channels, physical climate risk may affect the value of banks’ mortgage loans. Any decline in home values due to sea level rise or wildfire risks could also affect local property tax revenues and, consequently, the repayment ability of municipalities in locations exposed to climate risks. Physical climate risk can also affect the value of banks’ loans through a collateral channel. Islam & Singh (2022) suggest that the value of borrowers’ pledgeable collateral, such as land and machinery, and income streams can be negatively affected by abnormally hot temperatures. Furthermore, heat waves can raise energy expenditures and utilities may be unable to pass through the costs of meeting heightened demand to consumers, with negative effects on their financial health (Acharya et al. 2022). Physical climate risk realizations can also disrupt supply chains and production processes, with the potential to affect firms’ ability to service and repay their bank loans (Pankratz & Schiller 2021). Beyond the effects of physical climate risks on the repayment ability of directly affected borrowers, any decline in economic growth or productivity from realizations of physical climate

---

17 While loan rollovers are common, it is uncertain how banks will respond to various climate shocks in terms of rolling over loans. On one hand, banks may opt to decline rolling over loans to firms with significant climate risk exposure. On the other hand, this approach could be costly for banks, considering their tendency to concentrate lending in specific industries (Blickle, Parlatore & Saunders 2021). Therefore, we argue that it is important to study how climate risk affects the expected maturity of loans.
risks can affect loan performance even among firms and other borrowers not directly affected by the climate risk realizations.\textsuperscript{18}

However, to the extent that many of the cash flow implications of physical climate risk realizations are expected to materialize only at longer horizons (Stroebel & Wurgler 2021), the effects of those risks on banks through their loan books may be limited. Such a hypothesis is consistent with empirical findings presented by Painter (2020), who documents that sea level rise exposure is priced only in municipal bonds with maturities in excess of 20 years, and by Acharya et al. (2022), who find that exposure to heat stress is priced only in municipal bonds with maturities greater than 10 years. The hypothesis is also aligned with research by Nguyen et al. (2022), who suggest that banks adjust interest rates to sea level rise exposure only for mortgages with maturities longer than 15 years. Acharya et al. (2022) document that exposure to heat stress affects Moody’s KMV Expected Default Frequency of an S&P 500 company—an estimate of the company’s statistical probability of default—beyond 1 year; however, the effect at years 5 and 10 is twice that for year 2. In light of this evidence, it would be valuable to increase the focus of future climate risk scenarios on the longer-term implications of physical climate risk scenarios.

Transition risk realizations can also affect banks’ loan books by increasing their credit risks. For example, a large carbon tax can reduce the profitability of firms in high-emissions industries, many of which tend to have high leverage, reducing their ability to repay any outstanding bank loans. Carbon taxes and the associated shift away from high-emissions activities can also affect the local tax revenues in locations with a sizable concentration of high-emissions industries, such as the oil-producing regions in Texas and North Dakota or the coal-producing regions of Germany. Through such effects, transition risk realizations can increase the credit risk from any direct loan exposure of banks to those localities.

Jung, Santos & Seltzer (2023) use Y-14 data to investigate US banks’ credit risk exposures to climate policies. Their methodology builds upon sectoral estimates for the US economy based on the general equilibrium models of Jorgenson et al. (2013, 2018), Goulder & Hafstead (2018), and the NGFS (2022). Jung, Santos & Seltzer (2023) find that the impact of climate policies on banks’ loan portfolios varies significantly across the policies considered in those studies, though they confirm that, in general, banks with greater exposures to high-emissions borrowers are more adversely susceptible to the effects of stricter climate policies.

While the effects of physical climate risks on firm and household cash flows are largely expected to come in the more distant future—and mostly beyond the average maturity of banks’ corporate loan books—the effects of transition risks on banks’ loan books might materialize more quickly. Indeed, carbon taxes could, in principle, be introduced at any moment, though any carbon tax that can lead to a large negative effect on firms’ ability to repay their bank loans may not be a plausible scenario given that policy makers are not likely to implement a disruptive policy in the short run, as discussed in Section 3.4.

The preceding discussion argues that banks’ current credit risks are affected primarily by physical and transition climate risk realizations that might materialize in the relatively short term. Determining banks’ possible exposures through a credit risk channel to more distant realizations of climate risks requires taking a dynamic balance sheet approach that allows for the adaptation of financial institutions to changes in climate risk. For example, it is likely that banks’

\textsuperscript{18}For the financial intermediation channel through which natural disaster shocks transmit to the real economy, see Das, Majilla & Saurav (2023), and for the economic effect of natural disasters in the United States at the county level, see Boustan et al. (2020). As a counterpoint, Addoum, Ng & Ortiz-Bobea (2020) do not find evidence that temperature exposures significantly affect establishment-level sales or productivity.
loan exposures to the coal sector will decline over time, in particular along paths in which transition risk realizations become more likely.

Yet, despite the importance of incorporating banks’ dynamic lending responses to climate risks, only around 20% of climate stress-testing and scenario analysis exercises adopted a dynamic or a hybrid balance sheet approach (FSB & NGFS 2022). To inform future improvements in modeling dynamic risk exposures of banks over the duration of various climate risk scenarios, we next review academic research that focuses on the various ways that banks’ lending activities are already affected by climate risk considerations, and how these responses feed back into the exposure of banks to climate risks.

On the physical risk side, Nguyen et al. (2022) show that mortgage lenders charge higher interest rates for mortgages on properties that are exposed to a greater risk of sea level rise. Javadi & Masum (2021) find that firms in locations with higher exposure to drought pay higher spreads on their bank loans. Correa et al. (2020) suggest that after natural disasters that tend to raise the salience of climate risks, banks increase the relative pricing of loans to borrowers with more substantial climate risk exposures. From a stress-testing standpoint, the higher cost of these loans would not lead to any significant impact on banks’ credit risk exposure, unless future costs escalate to a point where loan quantities are meaningfully affected. On the other hand, the higher short-run revenues from loans to entities that are more exposed to climate risk realizations can improve the capital adequacy of the banks, and reduce the probability that any future credit losses due to climate risk realizations will constitute a threat to financial stability.

In addition, to fully understand the effects of physical climate risk realization on banks’ profitability, it is important to improve our understanding of the effects of these disasters not only on banks’ existing loans but also on future loan demand. For example, Blickle, Hamerling & Morgan (2021) find that loan losses due to disasters are offset by an increase in loan demand, resulting in insignificant or small effects on bank performance and stability.

On the transition risk side, several studies have documented that banks price climate policy risk exposure. Chava (2014) finds that banks charge higher interest rates on loans granted to firms with poor environmental performance and tend to avoid firms with environmental concerns. Ivanov, Krutti & Watugala (2022) document that banks attempt to reduce their transition risk exposure by shortening loan maturities and lowering access to permanent forms of bank financing for high-emissions firms. Delis, De Greiff & Ongena (2019) suggest that banks charge higher loan rates to fossil fuel firms and that this effect increases in loan maturity. Laeven & Popov (2022) and Benincasa, Kabas & Ongena (2022) argue that lenders shift their lending to high-emissions sectors in countries with less strict climate policy and environmental regulation. Such price and quantity adjustments can have real implications. Kacperczyk & Peydró (2022) show that firms with a higher carbon footprint previously borrowing from banks that made a commitment to decarbonize subsequently receive less bank credit. Overall, these adjustments to the quantity of lending to high-emissions firms will reduce banks’ long-run exposure to climate risk realizations through a credit risk channel.

While there is increasing evidence that banks adjust their lending to entities exposed to physical and transition climate risks, more research is required to understand whether this adjustment is adequate from a risk management perspective—not only the private or bank-level risk management perspective but also the supervisory and macroprudential one. Answering these questions requires researchers to propose a model of how climate risks will affect the cash flows of various borrowers, and how that translates into changes in banks’ credit risk exposure. While difficult, such detailed research is central to determining the need for possible policy interventions by macroprudential regulators.
4.2. Market Risk Channel Through Trading Portfolios

While physical climate risks that materialize in the distant future are unlikely to affect banks’ credit risk exposures through cash flow implications for borrowers in their relatively short-maturity loan books, effects of these risks on expected future cash flows can have an immediate effect on the present-day values of financial assets. Similarly, even if carbon taxes and other transition risks that threaten the immediate repayment ability of high-emissions firms are unlikely to be imposed in equilibrium, policies that affect the equity values of those firms are more likely to be implemented. As a result, both physical and transition climate risks can affect banks via the market risk of their trading books, in which they hold a range of financial assets. We next summarize the current state of the academic literature that studies the extent to which climate risk is reflected in the prices of financial assets (for a complementary review of this literature, see Giglio, Kelly & Stroebel 2021). We also discuss directions for future research to improve our understanding of these asset pricing effects.

4.2.1. Climate risks and asset prices: empirical evidence. We present a summary of the existing empirical evidence on whether, and to what extent, climate risks are priced in a range of markets, including equity, bonds (municipal, corporate and sovereign), and real estate.

4.2.1.1. Equity markets. Researchers are increasingly studying the effects of climate risks on equity markets, with many concluding that climate risks are at least partially incorporated into stock prices. For example, Bolton & Kacperczyk (2023) find higher stock returns for companies with higher carbon emissions in all sectors and across Asia, Europe, and North America. This finding is consistent with the model of Pástor, Stambaugh & Taylor (2021), who predict that green assets have lower expected returns, as well as with the evidence presented by Giglio et al. (2023b), who show that the average retail investor expects negative excess returns on environmental, social, and corporate governance. It is also consistent with research by Engle et al. (2020) and Alekseev et al. (2022), who document that stocks with lower climate risk exposures outperform in periods with negative news about climate risks. Faccini, Matin & Skiadopoulos (2022) construct news-based risk factors related to physical and transition risk and find that climate policy risks are priced in US stocks, especially after 2012. Choi, Gao & Jiang (2020) document that carbon-intensive firms underperform firms with lower carbon emissions in periods when local temperatures are abnormally high and investors pay particular attention to climate risks. In terms of physical risks, Acharya et al. (2022) conclude that S&P 500 corporations with a one-standard-deviation-higher heat stress exposure have a 45-bps-higher (unlevered) expected return per annum, and the effect has been observed robustly since 2013. Similarly, Bansal, Kiku & Ochoa (2021) utilize changes in long-run historical temperatures as a measure of overall climate change intensity and find that stocks whose returns are more negatively correlated to this measure have earned higher returns than stocks that are less related. Cuculiza et al. (2021) find that sell-side equity analysts incorporate climate news in their earning forecasts, suggesting that stock prices can be sensitive to climate change events via their forecast revisions.

---

19 For simplicity, we ignore the possibility that such market risk can also affect borrowers’ credit risk, especially for borrowers subject to short-term rollover risk in capital markets.

20 However, Pástor, Stambaugh & Taylor (2022) highlight that green assets can have higher realized returns over some periods if agents’ demands shift unexpectedly in the green direction.

21 In contrast to this literature, Gostlow (2021) constructs physical climate risk factor–mimicking portfolios and documents that the priced portion of physical climate risk is only between 8% and 38% of its total variance. Similarly, Addoun, Ng & Ortiz-Bobea (2023) document that even though firm profitability is influenced by extreme temperatures, stock prices do not immediately react to temperature shocks.
4.2.1.2. Municipal bond markets. Due to the geographic concentration of the tax base, municipal bonds are likely to be affected by concerns about physical climate risks. Painter (2020) examines whether the cost of issuing municipal bonds is affected by the issuing government's exposure to sea level rise. He finds that long-term municipal bonds are significantly affected by this measure of physical climate risk exposure. Goldsmith-Pinkham et al. (2023) also find that municipal bond markets have priced a location's sea level rise exposure since at least 2013. Specifically, they document that issuers in locations that are exposed to sea level rise have significantly higher borrowing costs than "close-neighbor" unexposed issuers, with stronger effects for long-maturity bonds. Auh et al. (2022) document that natural disasters have significantly negative impacts on bond prices for areas affected by natural disasters, with these impacts being relatively gradual as investors tend to underreact at the initial stage after the disaster. Acharya et al. (2022) suggest that exposure to heat stress is also priced in municipal credit spreads: A bond whose issuer is located in a county that is exposed to heat damages equal to 1% of GDP has a 15-bps-higher credit spread compared with that of borrowers with no heat risk exposure. This effect is stronger for lower-rated municipalities, longer-maturity bonds, and revenue-only bonds.

4.2.1.3. Corporate bond markets. Seltzer, Starks & Zhu (2022) study the pricing of climate risks in corporate bond markets. They document that changes in transition risk—for example, those coming from commitments as part of the Paris Agreement—have greater effects on bond credit ratings for firms with a worse environmental performance. Huynh & Xia (2021) find that bonds that are more negatively exposed to climate change risk earn higher returns. Moreover, when investors are concerned about climate risk, they are willing to pay higher prices for bonds issued by firms with better environmental performance. Acharya et al. (2022) find that a one-standard-deviation increase in heat stress exposure raises sub-investment-grade bond spreads for S&P 500 corporates by 40 bps, with little effect for investment-grade bond spreads. The effect has been robustly observed since 2013.

4.2.1.4. Sovereign bond markets. Studies of the pricing of climate risk in sovereign bond markets are complicated by the small set of relatively heterogeneous countries available. In this space, de Boyrie & Pavlova (2020) examine the effects of a country’s environmental performance on sovereign credit risk using credit default swap spreads for a panel of 50 countries. Their findings suggest that countries with better environmental performance have lower sovereign credit risk, and this relationship is consistent across different maturities. The International Monetary Fund has implemented a climate change module in the Sovereign Risk and Debt Sustainability Framework, given that responding to climate change will have important implications for debt-related risks in some countries (Int. Monet. Fund 2022). This module covers both adaptation investments and climate change mitigation, which together aim to assess the impact of public investment needs on levels of public debt and gross financing needs.

4.2.1.5. Real estate. A large literature has documented that physical climate risks such as sea level rise, floods, and wildfires have an impact on real estate markets, especially in locations and at times when home buyers are concerned about climate change. For example, Giglio et al. (2021) create a “climate attention index” to measure households’ perceptions of climate risks. They show that during periods of increased climate risk attention, the relative valuation of more exposed properties declines. Bernstein, Gustafson & Lewis (2019) analyze US housing markets and estimate that coastal homes that are vulnerable to sea level rise are priced at a 6.6% discount relative to similar homes at higher elevations. Baldauf, Garlappi & Yannelis (2020) find that houses located in a flood zone sell for 2.8% less than identical houses located outside a flood zone. Furthermore,
house prices in a flood zone decrease by 1.0% with an increase of 1.0% in the fraction of residents who believe that climate change is happening.

These effects of climate risks on real estate values have follow-on implications for mortgage markets. For example, Nguyen et al. (2022) find that mortgage lenders charge higher interest rates for mortgages on properties with higher exposure to sea level rise. Similarly, De Marco & Nicola (2023) document that in counties with a positive exposure during an El Niño event, house prices and mortgage lending decline significantly by 1.4% and 11%, respectively. Additionally, transition risks such as regulatory risk can also have an impact on real estate and mortgage markets through the pricing of insurance. One commonly studied setting is the National Flood Insurance Program. Blickle & Santos (2022) find that mandatory flood insurance reduces mortgage lending because borrowers have to make expensive insurance and mortgage payments and banks may suspect them of being unable to do so. In a related study, Ge, Lam & Lewis (2022) conclude that an increase in annual flood insurance premia causes a reduction in home prices.

4.2.1.6. Other asset classes. Climate risks may also affect the valuations of additional financial assets. For example, crypto assets can be energy intensive since distributed ledger technologies can require a considerable amount of electricity usage, a key source of carbon emissions (Off. Sci. Technol. Policy 2022). Thus, taxes on carbon emissions could substantially increase the cost of mining certain crypto assets. Whether crypto assets exposed to transition climate risks trade at a substantial discount is an interesting question to explore.

4.2.2. Climate risks and asset prices: open questions for future research. We next discuss a range of directions for future research that would help our understanding of how climate risks can affect bank stability through a market risk channel.

4.2.2.1. Adequacy of climate risk pricing. As reviewed above, the academic literature has convincingly shown that climate risks are at least partially priced across a wide range of asset classes. As a result, any changes in perceived physical or transition risks, as well as any realizations from such risks, have the potential to reduce the values of these assets. However, to understand these market risk implications from such pricing, we must answer a more complex question: Are climate risks adequately priced in asset markets? If not, and especially if there is substantial underpricing of climate risks, changes in investor perception or attention to these risks can lead to further repricing of assets, even if the true underlying probabilities of risk realizations remain unchanged.

Understanding the adequacy of current climate risk pricing is much harder than rejecting the null hypothesis that climate risks are not priced. Such an analysis requires a model of how risk prices and different assets’ state-dependent cash flows are affected by climate change. We believe that such analyses are a natural next step for academic research in climate finance.

Two pieces of research provide suggestive evidence that climate risks may not yet be adequately priced. First, in the survey by Stroebel & Wurgler (2021), 60% of respondents argued that climate risks were not priced enough in equity markets, and 67% responded that they were not yet sufficiently priced in real estate markets. Essentially no investor believed that these risks were overpriced in these markets.

Second, there is evidence that, at least in real estate markets, there is increasing sorting between the climate beliefs of investors and the climate change exposure of assets. For example, Bakkensen
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22Research by Giglio, Kelly & Stroebel (2021) could provide a starting point for exploring the appropriate discount rates to study the extent to which climate risks are adequately reflected in asset prices.
& Barrage (2022) conduct a door-to-door survey and demonstrate that individuals who do not believe in climate change disproportionately tend to reside in high-risk flood zones. Similarly, Bernstein et al. (2022) document that houses threatened by sea level rise are increasingly likely to be owned by Republicans, who are less likely to be concerned about climate risks. To the extent that the real estate most exposed to physical climate risks is increasingly traded between individuals who may not fully believe in climate change, this would lead to a mispricing of climate risks, at least under the beliefs of an investor or regulator who believes the scientific consensus around climate change. A similar sorting may also occur in other asset classes, where investors skeptical of climate change may be the residual holders of the various climate-exposed assets. Improving our understanding of both the extent and the implications of sorting on heterogeneous climate beliefs appears to us to be an important area for future research.

4.2.2.2. Climate expectation formation. As discussed above, the key mechanism that links future climate risk realizations with asset prices (and thus market risk) today works through investors’ expectations. Asset prices today will only be lower in a Hot House World scenario if investors already anticipate (and price in) large future declines in GDP in such a scenario. Instead, if investors’ climate beliefs today were similar across scenarios, the differences in today’s asset prices (and thus market risk) across scenarios would be small.

As a result, we believe that researchers need to better understand the process of climate belief formation and incorporate relevant insights into the economic models that generate the asset pricing outcomes across different scenarios. For example, possible peer effects in belief formation can have substantial implications for plausible paths of equilibrium asset pricing responses to climate change (Bailey et al. 2018a,b, 2020; Kuchler & Stroebel 2021). Furthermore, research shows that realizations of extreme weather events today affect beliefs of future climate risks (e.g., Choi, Gao & Jiang 2020; Alekseev et al. 2022), which could amplify any asset pricing effects of physical climate risk realizations.

4.3. Liquidity Risks

Climate risks can also be a source of liquidity risk through their effect on banks’ deposit and funding costs. For example, banks’ liquidity buffers can fall due to deposit withdrawals, a sharp increase in lending relative to their stable funding source, or both. The former can happen when households withdraw deposits due to liquidity needs in response to climate risk realizations. Brei, Mohan & Strobl (2019) find that following a hurricane strike, banks face deposit withdrawals and experience a negative funding shock. This can be especially concerning since banks’ deposits are often geographically concentrated (Kundu, Park & Vats 2021), suggesting that a large climate shock can lead to a substantial liquidity shock for local banks. As is well known from research by Khwaja & Mian (2008), such liquidity shocks can destabilize bank funding and reduce the supply of long-term financing of corporates, with negative effects on the economy. Billings, Ryan & Yan (2022) and Kundu, Park & Vats (2021) provide evidence in support of this channel.23 Dlugosz et al. (2022) point out that bank branches’ ability to set deposit rates locally can play an important role. They find that, after a disaster, branches whose deposit rates are set locally offer higher rates and experience greater deposit inflows. Banks’ liquidity buffers can also fall due to a sharp increase in

---

23Billings, Ryan & Yan (2022) show that banks with high exposures to physical risks on both sides of their balance sheets decrease their loans when natural disasters occur in the areas they serve. Kundu, Park & Vats (2021) focus on the effect of banks’ deposit exposure to physical risks and the corresponding negative effects of disasters on bank lending. On the other hand, Steindl & Weinrobe (1983) find the opposite effect: an increase in deposits following a disaster.

Compared with other channels, the liquidity risk channel of climate risk has been relatively understudied. As a result, we believe that more research on the adjustments of quantities and prices of deposits and loans would be useful to better quantify the effect of physical climate risk realizations on banks’ funding costs and liquidity. In addition, we are not aware of any study on the effect of transition climate risk on banks through the liquidity risk channel. For example, banks with substantial exposure to depositors in oil-producing regions may see an increase in their funding costs when carbon taxes curb economic growth in those regions. It would also be valuable to study the extent to which liquidity shocks due to climate risks might be correlated across banks, which would increase the importance of understanding climate-induced liquidity risks from a financial stability perspective.

4.4. Aggregation and Financial Stability Outcomes

Once the climate risk exposures of individual banks are quantified, a macroprudential stress test would then explore how these bank-level risks aggregate to affect financial stability.24 While many stress test reports do not disclose specific methods of aggregation, they commonly conclude that climate-related risks do not (yet) pose a significant threat to financial stability. However, this conclusion usually includes caveats regarding the many assumptions behind the analyses. Some reports present quantitative metrics to measure the various aggregate losses under different scenarios. For instance, the European Central Bank (ECB) finds that under a short-term, 3-year Disorderly Transition risk scenario and two separate physical risk scenarios (flood risk and drought and heat risk), the combined credit and market risk losses for the 41 banks that provided projections would amount to around €70 billion, though the ECB (2022a) cautions that in its exercise there was no economic downturn accompanying the negative climate effects. The Bank of Canada concludes that under its transition risk scenarios, the largest impacts are in the fossil fuel sectors, where asset values are 80–100% below the current policies baseline in 2050 (Ens & Johnston 2020).

Some reports emphasize a comparison of outcomes from different scenarios. In most cases, an orderly transition involves fewer economic damages than a disorderly transition or no action. The Bank of England states that banks’ projected climate-related credit losses were 30% higher in the Late Action scenario than in the Early Action scenario (Bank Engl. 2022). Similarly, the ECB (2022a) highlights that projected loan losses under the Orderly Transition scenario are lower than those both under a Disorderly Transition scenario and under a Hot House World scenario. The Banque de France concludes that in the Orderly Transition scenario, the cost of credit risk is estimated to reach 15.8 bps in 2050, while that of the Sudden Transition scenario would reach 17.2 bps, which is 8.9% higher than in the Orderly Transition scenario (ACPR 2021).

To advance our understanding of the system-wide implications of climate risk, several studies have developed a network-based climate stress test framework with a financial contagion module that considers the interlinkage among financial institutions.25 Battiston et al. (2017) conduct a network-based stress test to explore the extent to which financial actors have direct exposures to
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24 Note that risk can materialize outside the banking sector and spread to the banking sector. Therefore, climate stress tests cannot be confined only to the banking sector. We elaborate on this point in Section 7.

25 Even though the linkages were not so strong, there could be a systemic risk. Moreover, we note that there could be second-order effects of climate risk on firms (such as contagion) via the market risk channels. Specifically, climate risk can raise the market price of risk due to constraints via bank losses or revision of risk premia.
the fossil fuel industry as well as indirect exposures through the financial system. They apply their approach to the euro area and find that while direct exposures via equity holdings to the fossil fuel sector are small, the combined exposures that include indirect links through counterparties are substantially larger. Roncoroni et al. (2021) extend this framework to consider four rounds of contagion. The first two rounds correspond to the direct and indirect exposures measured by Battiston et al. (2017). The third round explores fire-sale contagion among financial institutions, and the last round includes losses that are too large to be absorbed by banks and thus are transmitted to external creditors. They apply this framework to the Mexican financial system and suggest that stronger market conditions (higher recovery rate, lower asset price volatility, etc.) can support more ambitious climate policies at the same level of risk.

5. MARKET-BASED APPROACHES TO CLIMATE STRESS TESTING

A key challenge of implementing the bottom-up climate stress tests described in the previous sections is the need for extensive asset-level data on climate risk exposures. The Financial Stability Board and the NGFS summarize the main data gaps as including granular climate-related information such as carbon emissions, geographical location data, forward-looking information about transition plans, industry classification codes, and climate-related projections (FSB & NGFS 2022). To overcome some of these challenges, the ECB provides participants with calculations and examples of proxies that can be used to estimate Scope 1, 2, and 3 emissions (Dunz et al. 2021). In practice, however, current approaches do not fully solve the data issues. For instance, the ECB (2022b) shows that bank models generate sizable discrepancies in emission estimates for the same counterparty.

Another challenge is that regulatory stress tests are based on marking of loan books and hold-to-maturity assets at their current book values, whereas many balance sheets may be trading in markets at lower values (i.e., at a market-to-book ratio less than one) and therefore with substantially lower capacity to raise capital than implied by book values, as illustrated by the failure of Silicon Valley Bank. Finally, capital shortfalls in stress tests are calculated on the basis of risk-weighted assets, with risk weights revised only infrequently, rendering them vulnerable to the “risk that risk will change” and to regulatory arbitrage by financial institutions.

To overcome some of these challenges, Jung, Engle & Berner (2021) develop a market-based climate stress-testing methodology. Their top-down stress tests are built on a new measure called CRISK, which can be constructed at high frequency using only publicly available data on the balance sheets of financial institutions. The methodology involves three steps.

The first step is to propose a climate risk factor that can be measured at high frequency using market prices. Jung, Engle & Berner (2021) propose several such climate risk factors. One way to
assess transition risk developments is to consider a long position in the stranded asset portfolio developed by Robert Litterman (2023) (the stranded asset portfolio return acts as a proxy for the World Wildlife Fund stranded assets’ total return swap). Specifically, the stranded asset portfolio goes long 30% in the Energy Select Sector SPDR exchange-traded fund (ETF) and 70% in the VanEck Vectors Coal ETF and shorts the SPDR S&P 500 ETF. This is motivated by considerations that along most transition paths, many of the assets of coal and other hydrocarbon energy firms would become “stranded,” making the return on a portfolio of such assets a useful proxy for market expectations on future transition risk. Jung, Engle & Berner (2021) also propose other climate factors that correspond to various versions of transition risks, such as an emission portfolio that can be associated with a stylized version of a carbon tax.28

The second step is to measure banks’ stock return sensitivity to the climate risk factor. Following a standard factor model approach, Jung, Engle & Berner (2021) regress each financial institution’s stock return on the climate risk factor and the aggregate stock market factor. A bank-specific loading on the climate risk factor is called the bank’s climate beta. The climate betas are estimated dynamically, allowing for time-varying state-dependent volatility and correlation, based on Engle’s (2002, 2009) dynamic conditional beta model.

The last step computes a measure called CRISK, defined as the bank’s expected capital shortfall conditional on climate stress. The capital shortfall is taken as the capital reserves that the financial firm needs to hold to meet a prudential capital requirement based on the market value of equity that would ensure healthy intermediation from the firm. The prudential level of market equity capital relative to the quasi-market value of assets (the sum of book debt and market equity) can be set as a stress-testing parameter, say 8%. To determine the climate stress level, a low (say 1%) quantile of the 6-month return on the climate risk factor is chosen as a plausible stress scenario. The CRISK so computed is a function of the size of the financial institution, its leverage, and its expected equity loss conditional on the climate stress, which is called the long-run marginal expected shortfall (LRMES). Formally, the CRISK of bank \(i\) at time \(t\) is

\[
\text{CRISK}_i = kD_i - (1 - k)W_i(1 - \text{LRMES}_i),
\]

where \(k\) denotes the prudential level of capital relative to assets, \(D\) denotes the bank’s book value of debt, and \(W\) denotes the market capitalization of the bank.

This top-down market-based approach bypasses some of the key challenges in bottom-up book-based climate stress tests based on scenarios with deterministic long-run paths for carbon prices and damages. First, it implements a transparent methodology that is straightforward to estimate on an ongoing basis using publicly available data. Second, it can fully incorporate current market expectations, avoiding the need to define a process of the extent to which future risk realizations are incorporated into beliefs and thus asset prices (see the discussion in Section 4.2.2). Third, the CRISK framework estimates a dynamic beta model that allows for variations in how firms, banks, and markets respond to climate risk over time. The transparency of the methodology and the outcome at the bank level can enhance our understanding of the financial stability implications of climate risk for policy makers, financial institutions, and other stakeholders who manage associated risks.

However, while the market-based approach has many advantages and reduces the need for regulators to have a clear insight into different banks’ asset holdings, it relies heavily on financial

---

28The framework is flexible such that other existing measures can be employed. For instance, one could use textual analysis of newspaper coverage of climate risks to construct a climate risk factor (e.g., Engle et al. 2020). However, news-based indices are typically constructed only weekly or monthly and are often unsigned, making it hard to distinguish between a tightening and a loosening of climate policies. Quantity-based approaches to determining industries’ climate risk exposures, such as those proposed by Alekseev et al. (2022), could also be used to develop alternative climate risk factors.
markets pricing these risks adequately in different banks’ stock returns. In other words, CRISK can measure the expected capital shortfall only to the extent that the market is pricing the climate risk and does not reflect underpriced or overpriced risks. Since it is hard to imagine why financial markets should have better data on banks’ climate risk exposures than the banks themselves, we believe that market-based stress tests are a useful complement to, but not necessarily a substitute for, the types of stress tests described in Sections 2 and 3. Nevertheless, it would be useful to compare the outcomes of regulatory climate stress tests with those of a methodology based on a market-based approach.

There is no past climate episode that can serve as a stress event to test the performance of CRISK. Therefore, to validate their approach, Jung, Engle & Berner (2021) use granular data on large US banks’ loan portfolios. They first estimate the climate beta of each three-digit NAICS code industry and then compute the weighted average climate beta for each bank where the weight is the loan size and each loan is assigned the climate beta of the respective industry. They show that the loan-weighted climate betas so constructed for banks are strongly aligned with top-down climate betas based only on market data of stock returns for respective banks (Figure 4). Put differently, the climate betas are higher for banks lending more to firms in industries (such as petroleum refining) that are more sensitive to the climate risk factor.

To arrive at a financial stability output, Jung, Engle & Berner (2021) apply the CRISK methodology to large global banks to understand their climate-related risk exposure. They find that climate betas and CRISK substantially increased during 2020, when the COVID-19 outbreak caused energy prices—and, thus, the revenues of oil companies—to crash toward zero, a market move that has similarities to a disorderly sudden transition risk realization. In a stress scenario in which the stranded asset factor falls by 50%, the aggregate CRISK of the top four US banks in 2020 increased by US$425 billion, or by approximately 47% of their market capitalization. This result suggests that banks’ climate-related capital shortfall could be substantial. Jung, Engle
& Berner (2021) find that 40% of the increase in CRISK during 2020 was due to increases in climate betas and another 40% was due to decreases in the equity value of banks.

6. CENTRAL BANKS AND CLIMATE CHANGE

Regulators differ substantially in how extensively they consider climate-related factors in their regulatory decisions. In the United States, the Federal Reserve emphasizes that its climate work will be “limited to our existing mandates—particularly those related to the supervision and regulation of financial institutions and the stability of the broader financial system” (Maher 2022). While the financial stability implications of climate change are being assessed, they do not currently influence US macroprudential or supervisory regulatory activity. Indeed, in January 2023, Jay Powell, Chairman of the US Federal Reserve, emphasized that “without explicit congressional legislation, it would be inappropriate for us to use our monetary policy or supervisory tools to promote a greener economy or to achieve other climate-based goals. We are not, and will not be, a climate policymaker” (Powell 2023). The Bank of Japan also stated in 2021 that while it encourages financial institutions to conduct climate stress tests based on different scenarios, it would avoid direct involvement in micro-level resource allocation as much as possible in terms of monetary policy (Kuroda 2021). The Bank of England shared a similar opinion that it would not set the capital requirements related to climate risks (Bank Engl. 2022).

In contrast, the ECB (2022c) recently announced that it would account for climate change in its corporate bond purchases, collateral framework, disclosure requirements, and risk management to reduce climate-related financial risks and promote the transition to a green economy. Similarly, the Central Bank of Ireland discussed the possibility of incorporating the output of climate stress tests into the macroprudential policy (Lane 2019).

Researchers have started to explore how to optimally incorporate climate risk considerations into central bank activities (if at all). In a recent theoretical paper, Oehmke & Opp (2021) study the effects of adjusting capital requirements for firm lending based on firms’ contribution to emissions (e.g., lower capital requirements for green firms or higher capital requirements for high-emissions firms). They highlight that the effects of such policies on overall emissions are subtle. Raising capital requirements for lending to high-emissions firms decreases the relative profitability of making those loans (similar to a substitution effect). In addition, higher capital requirements on “brown” firms crowd out the bank’s marginal loan (similar to an income effect). Through this channel, raising capital requirements for brown loans might crowd out green lending if the marginal loan is green. The overall effects on the relative lending to firms with different emissions thus depend on the relative size of the two effects (but note that overall emissions are not a component of most regulators’ mandates). The authors also highlight that reducing capital requirements for green firms might raise bank leverage and reduce financial stability.

In related research, Dafermos & Nikolaidi (2021) find that green capital requirements can mitigate global warming and moderately reduce financial risks from physical climate change. Nonetheless, they caution that green capital requirements may result in higher risk either by increasing bank leverage (if capital requirements for green loans are lowered) or by reducing economic activity (if capital requirements for brown loans are raised). Lamperti et al. (2021) also

---

In the United States, other regulatory agencies working on climate risk include the Federal Deposit Insurance Corporation, the Office of the Comptroller of the Currency, the Financial Stability Oversight Council, the Commodity Futures Trading Commission, and the Securities and Exchange Commission.

If different firms have different climate risk exposures, an adjustment of capital requirements based on the degree of carbon emissions could be justified even without including overall carbon emissions in the regulator’s objective function.
highlight that while a range of regulatory interventions such as green capital requirements and carbon-risk adjustment in credit ratings can reduce carbon emissions, the implications for overall financial stability are less clear.

We believe that more research is required to better understand the effects of potential adjustments to capital requirements and other regulatory tools to account for assets’ differential climate impact. In particular, any increase in capital requirements of high-emissions firms to account for their more substantial transition risk exposure might raise the cost of capital for those firms and, thus, could itself constitute a source of transition risk. Before implementing any such policies, therefore, it is important to better understand their feedback to the broader macroeconomy, for example, through their implications for energy prices as well as for banks’ marginal and average portfolio responses. To fully appreciate these effects, it is important to consider, among other things, whether green capital requirements will shift the funding of high-emissions firms from the regulated banking sector to the unregulated or less-regulated shadow banking sector.

7. CONCLUDING THOUGHTS

In recent years, central banks and regulators have become increasingly interested in understanding the impact of climate risks on financial stability. We have discussed the current practice of climate stress tests, and we have highlighted directions for future research to improve our modeling of climate stress scenarios and their mapping into economic and financial outcomes. We emphasize that there is much model risk involved in projecting climate change in different scenarios and mapping them into economic damages and bank loan loss or mark-to-market corrections. Therefore, it may be prudent to complement the balance sheet or bottom-up approach of regulatory stress tests with a market value or top-down approach that has a greater chance of reflecting shifts in market expectations around climate risk and its impact on firms, banks, and the broader economy.

While our discussion of the financial stability implications of climate change has focused on the effects through the banking sector, climate change might also influence financial stability through its implications for nonbank institutions such as insurance companies, mutual funds, and pension funds. Investigating the effects of climate change on other financial institutions, therefore, appears to be an important research direction (see the discussion in Jung et al. 2023).

While possible risks from climate change have become increasingly salient, various physical and regulatory risks related to biodiversity might become similarly important going forward (see the discussion in Giglio et al. 2023a). As our understanding of the possible materiality of such biodiversity risks evolves, regulators may also want to consider including such risks in their stress-testing frameworks.
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31 There are views that central banks and relevant authorities should not be diverted from using those tools to achieve their core mission of monetary and financial stability. For instance, Sam Woods (2022), Deputy Governor of the Bank of England, makes this point as follows: “While capital can address the financial consequences of climate change, we don’t think it is the best tool to address directly the causes of climate change—for example by reducing capital requirements to subsidise ‘green’ assets, or increasing them to penalise carbon-intensive ones. How to address the causes of climate change is a decision for governments and parliaments, not financial regulators.”
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