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Peer Effects in Product Adoption†

By Michael Bailey, Drew Johnston, Theresa Kuchler, 
Johannes Stroebel, and Arlene Wong*

We use  de-identified data from Facebook to study the nature of peer 
effects in the market for cell phones. To identify peer effects, we 
exploit variation in friends’ new phone acquisitions resulting from 
random phone losses. A new phone purchase by a friend has a large 
and persistent effect on an individual’s own demand for phones of 
the same brand. While peer effects increase the overall demand for 
phones, a friend’s purchase of a particular phone brand can reduce 
an individual’s own demand for phones from competing brands, 
in particular if they are running on a different operating system. 
(JEL C45, D12, L63, M31, Z13)

Peer effects in consumption are pervasive. For example, an individual’s choice 
of which car to purchase is likely influenced by the recent car purchasing 

decisions of her friends. Such peer effects have important implications for firms 
and policymakers. For instance, in the presence of peer effects, the elasticity of 
aggregate demand may be larger than the elasticity of individual demand since any 
direct incremental sales in response to a price reduction may lead to further extra 
sales through peer effects. Similarly, from a macro perspective, such peer effects in 
consumption suggest that the effects of stimulus policies on aggregate demand are 
larger than those estimated from  directly affected individuals.

Despite the economic importance of peer effects in consumption and product 
adoption decisions, there is limited evidence on their exact nature and the result-
ing implications. For example, peer effects may lead someone to buy a new phone 
when her friend gets a new phone, but the effect of this purchase on firm profits 
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depends on whether it represents incremental demand or the retiming of an already 
planned purchase. The implications of such peer effects for the competitive dynam-
ics between firms also depend on whether any changes in demand are restricted to 
the brand purchased by the peer or whether there are positive or negative demand 
spillovers to competing brands.

In this paper, we explore the nature of peer effects in the US cell phone market. 
We find that peer effects are large, heterogeneous, and  long-lasting and that they 
generate substantial incremental demand. Positive peer effects are largest for the 
brand purchased by the peer, but the size of the peer effect on  same-brand demand 
often exceeds the effect on total phone demand. This finding suggests that some 
incremental  same-brand purchases come at the expense of purchases from compet-
ing brands, in particular those on different operating systems.

We work with  de-identified data from Facebook, the world’s largest online social 
networking site. At the end of our sample period in May 2016, Facebook had around 
226 million active users in the United States and Canada (Facebook 2016). In this 
dataset, we observe individuals’ social networks as represented by their Facebook 
friends, which have been shown to provide a fair representation of  real-world US 
friendship networks. For mobile active users, we also observe data on the device 
model used to log into their Facebook accounts, allowing us to identify the timing 
of new phone acquisitions.

We use this data to explore how phone purchases by a user’s friends influence 
the user’s own  phone-purchasing behavior. To identify peer effects separately from 
common shocks or common preferences within friendship groups, we exploit 
 quasi-random variation in friends’ phone purchases. Useful sources of variation 
need to shift a friend’s probability of acquiring a new phone in a given week, with-
out affecting the probability of a user herself purchasing a new phone through any 
channel other than peer effects. We use two separate sources of variation that fit 
these requirements.

First, we use the number of friends who break or lose their phones in a given 
week to instrument for how many friends purchase a new phone in that week. The 
identifying assumption is that the number of friends who break or lose their phones 
in a given week is conditionally random and unrelated to a user’s own propensity to 
buy a new phone in that week. We provide various pieces of evidence in support of 
this assumption. We identify individuals who randomly break or lose their phones 
by applying natural language processing and machine learning techniques to the 
universe of public posts on Facebook. This approach allows us to detect posts, such 
as “Phone broken … Ordered a new one but if anyone needs me urgently, call Joe,” 
that signal the random phone loss by a peer. We show that people are substantially 
more likely to buy a new phone in the week after posting such messages. Our second 
instrument for the number of friends who obtain a new phone in a given week is the 
number of peers who are likely up for a contract renewal, which is often aligned 
with an upgrade to a new device.

We improve the power of these instruments by exploiting variation not only in 
how many friends experience the conditionally random event but also in which 
friends do so. Specifically, for both instruments, we use neural networks to estimate 
the probability that each individual would obtain a new phone conditional on the 
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event, exploiting, for example, that older individuals are more likely to buy a new 
phone immediately after breaking their old device. The eventual instrument, then, 
is the sum of these estimated propensities across all individuals who experience the 
event, controlling for the distribution of these propensities in the overall pool of 
friends. This research design allows us to control, for example, for the average age 
in a person’s friendship network and only identify off variation in whether it is the 
person’s old or young friends who happen to break their phones in a given week.

Across both instruments, we obtain peer effect estimates of similar magnitude. 
Having 1 additional friend who purchases a new phone in a given week increases an 
individual’s own probability of buying a new phone in the following week by 0.040 
and 0.022 percentage points, estimates obtained using the random phone loss instru-
ment and the contract renewal instrument, respectively. These estimated effects are 
large relative to the weekly probability of buying a new phone of about 1 percentage 
point. We argue that much of the communication between friends about the new 
phone purchase that drives the observed peer effect occurs off the Facebook plat-
form and to a substantial extent through  real-world interactions. Consistent with this 
interpretation, we show that peer effects from geographically proximate friends are 
larger than peer effects from friends who live further away.

In addition to exploring the immediate response of an individual’s own pur-
chasing behavior to new phone acquisitions by her friends, we also analyze the 
extent to which this situation generates new purchases instead of pulling forward 
 already-planned future purchases. We find that a random phone loss by an individ-
ual has a positive effect on the total number of phones purchased by her friends 
in each of the following ten months, though the magnitude of this effect starts to 
decline after about three months. Peer effects thus cause an increase in the total 
number of phone purchases, at least over intermediate horizons. Quantitatively, 
having 1 extra friend purchase a new phone increases an individual’s own proba-
bility of purchasing a new phone over the next 4 months by 0.6 percentage points, 
relative to a baseline probability of buying a new phone over this horizon of about 
14.8 percent.

In the next step, we explore heterogeneities in peer effects along characteristics of 
potential influencers and potentially influenced individuals. We focus on heterogene-
ities in the local average treatment effects of the random phone loss instrument, which 
has the most power in the baseline specification, but find similar patterns of heteroge-
neity in the corresponding OLS estimates. We observe that close friends on Facebook 
exert a larger influence on one another than friends with weaker tie strength. We also 
find large heterogeneities in the peer effects exerted by different demographic groups 
but little variation in individual susceptibility to influence along the same demographic 
characteristics. For example,  less-educated individuals have the largest effects on their 
friends’ purchasing behaviors, but these individuals are no more likely to be influ-
enced by phone purchases of their friends. These heterogeneities in peer influence 
have important implications for understanding the effectiveness of seed marketing 
campaigns, which target a small set of early adopters who can generate  follow-on 
demand through peer effects. We also find that those individuals who exert larger peer 
effects are generally more price sensitive, measured as the effect of a price cut for a 
phone model on the probability of purchasing that model. This result suggests that 
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the difference between the elasticities of aggregate and individual demand induced by 
peer effects is even larger than implied by the average peer effect.

In the second part of the paper, we explore whether peer effects are limited to the 
brand purchased by the peer or whether there are demand spillovers to other brands. 
To do so, we first predict the probability that each individual would purchase a 
phone in each of three broad brand categories: iPhone, Galaxy, and “other.” We then 
exploit variation in this probability among friends who randomly break their phones 
in a given week (conditional on the average of this probability among all friends) to 
instrument for the number of friends who purchase phones of that particular brand. 
The identification assumption is similar to before: conditional on the characteristics 
of all friends and other controls, it is random whether, in a given week, the friends 
who happen to lose their phones are those who are likely to replace it with a new 
iPhone or those who are likely to purchase a new Samsung Galaxy.

There are three key  takeaways from the  cross-brand analysis. First, for all three 
brand categories, positive peer effects are largest for phones in the same category as 
that purchased by the peer. Second, these  same-brand peer effects are largest for  less 
well-known but cheaper “other” phones, and they are smallest for the expensive and 
 well-known iPhones. These facts suggest that social learning is an important part of 
the explanation for these peer effects since social learning should be more important 
for  lesser-known brands.1 The third main  takeaway relates to  across-brand demand 
spillovers. Specifically, we find that when a friend buys a new phone, this purchase 
increases a person’s own propensity of buying a phone from competing brands on 
the same operating system, while reducing their propensity of buying a phone from 
competing brands on different operating systems. In other words, while some of the 
observed positive  same-brand peer effects arise by generating entirely new demand, 
others come from pulling demand away from rival firms with competing operating 
systems. Importantly, these demand spillovers across operating systems could have 
easily been positive. For example, a user who buys a Galaxy might have caused her 
friends to desire a new phone—of any type, including iPhones—through a “keeping 
up” effect. The observed  across-brand demand spillovers are thus again consistent 
with an important social learning component: when your friends use a certain oper-
ating system, you are more likely to learn about that system. This would increase 
your demand for all phones using that operating system (even those produced by a 
different manufacturer), in part at the expense of phones using competing operating 
systems.2

1 Our results do not allow us to rule out that “keeping up” effects (which are likely to be larger for more expen-
sive brands) also contribute to the observed peer effects; instead, our findings suggest that such effects cannot be 
the entire story.

2 In addition to social learning, network externalities provide a second mechanism that might explain some of 
the patterns of  across-brand demand spillovers. Such network externalities would arise if having more friends use 
a certain operating system would increase a user’s own value of using that same operating system. In the context of 
cell phones, network externalities may primarily come from the use of the FaceTime video messaging app, which 
is only available on the iOS operating system. However, while we cannot rule out that such network externalities 
play some role, such externalities cannot explain a number of the patterns we document in this paper, all of which 
would naturally follow from a social learning story (e.g., the fact that peer effects are largest for the same model 
rather than equally spread across all phones of the same operating system or the fact that we find peer effects to 
decline in time since model release). As a result, our findings are only consistent with a story in which there is at 
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The observed  across-brand demand spillovers highlight that peer effects have 
important competitive implications for firms: losing a customer to a competitor does 
not only mean missing out on positive peer effects that this customer could have 
had but may also lead to future losses of other customers through competitive peer 
effects. These implications of peer effects for the demand of competitors’ brands 
complement a large literature that has explored similar spillover effects of advertis-
ing (e.g., Sahni 2016; Shapiro 2018; Sinkinson and Starc 2019). In that literature, 
researchers regularly find positive demand spillovers to  nonadvertised competitor 
brands. Our finding of negative  across-brand demand spillovers highlights that the 
implications of peer effects for the competitive dynamics between firms can be qual-
itatively different to those from the spillover effects of marketing activities.

Our paper contributes to a literature that has studied the role of peer effects in a 
wide range of economic and financial decisions. Peers have been shown to influ-
ence consumption choices (e.g., Goolsbee and Klenow 2002; Mobius, Niehaus, and 
Rosenblat 2005; Kuhn et al. 2011; Moretti 2011; Aral and Walker 2012; Gilchrist 
and Sands 2016; De Giorgi, Frederiksen, and Pistaferri 2016; Han, Hirshleifer, and 
Walden 2019) as well as a variety of household financial decisions (e.g., Duflo and 
Saez 2003; Hong, Kubik, and Stein 2004; Bursztyn et al. 2014; Beshears et al. 2015; 
Ouimet and Tate 2017; Kuchler and Stroebel 2020), housing market decisions (e.g., 
Bailey et al. 2019; Bailey, Cao, Kuchler, and Stroebel 2018), and charitable giving 
(e.g., DellaVigna, List, and Malmendier 2012). Peer effects also play an important 
role in explaining education decisions (e.g., Hoxby 2000; Sacerdote 2001, 2011), 
program participation (Dahl, Løken, and Mogstad 2014), labor market outcomes 
(Mas and Moretti 2009), mutual fund investments (Kuchler et al. 2020), interna-
tional trade flows (Bailey, Gupta et  al. 2021), and the spread of and response to 
 COVID-19 (Bailey, Johnston et al. 2021; Kuchler, Russel, and Stroebel 2020). Prior 
work has studied peer effects in product and technology adoption decisions; one 
focus of this literature has been how social learning can help the diffusion of new 
technologies in developing countries (e.g., Foster and Rosenzweig 1995; Conley 
and Udry 2010; Oster and Thornton 2012; Kremer and Miguel 2007; Björkegren 
2019). In the developed world, peer effects have been shown to affect the adop-
tion of new technologies such as solar panels (e.g., Bollinger and Gillingham 2012; 
Allcott and Kessler 2019). Within the literature that has studied peer effects in prod-
uct adoption decisions, we are the first, to our knowledge, to identify important 
competitive spillovers to other models and brands. Our setting and research design 
also allow us to expand our understanding of peer effects along other important 
dimensions. For example, we are able to document that peer effects can generate 
additional demand rather than just a retiming of demand. We can also identify char-
acteristics of influential individuals as well as the correlation of peer influence with 
price sensitivity.

least a substantial social learning component to peer effects (in addition to potential other components coming from 
“keeping up” desires or network externalities).



VOL. 14 NO. 3 493BAILEY ET AL.: PEER EFFECTS IN PRODUCT ADOPTION

I. Data Description

A central challenge for studying peer effects in product adoption decisions is 
the need to observe both social networks and product adoption behavior within the 
same dataset. We overcome this measurement challenge by exploring peer effects 
in phone purchasing decisions using  de-identified data from Facebook, the world’s 
largest online social networking site. In the United States, Facebook primarily 
serves as a platform for  real-world friends and acquaintances to interact online, and 
people usually only add connections to individuals on Facebook whom they know 
in the real world (Jones et al. 2013). As a result, friendships on Facebook provide 
a good approximation of  real-world friendship networks (see Bailey, Cao, Kuchler, 
Stroebel, and Wong 2018; Bailey, Farrell et al. 2020).

For each Facebook user, we observe basic demographic information such as their 
date of birth, gender, and county location as well as the set of individuals that they 
are connected to (Facebook 2020).3 Using the language adopted by the Facebook 
community, we call these connections “friends.” The vast majority of Facebook 
users regularly access their Facebook accounts from their cell phones.4 For these 
mobile active users, we observe data on the cell phone carrier and the phone model 
used to access the Facebook app. We use these data to identify when a user obtains a 
new phone.5 Since we can only observe a new phone model when the user logs into 
the Facebook app for the first time from the new device, we can generally pinpoint 
the timing of the purchase to roughly the week that a new device is acquired. Our 
unit of observation is therefore the purchasing behavior of a user in a given week.

In our analysis, we focus on  US-based Facebook users between 18 and 65 years 
of age who have between 100 and 1,000 friends on Facebook. We also require users 
to access Facebook on their phones across two consecutive weeks in order to be 
able to observe the timing of potential phone purchases. Our primary sample covers 
the purchasing behavior of these individuals across four consecutive weeks in May 
2016. These weeks were chosen to be relatively far away from both major phone 
release dates and major shopping holidays (such as Black Friday or Labor Day), 
which could confound our estimates. We are left with about 329 million  user-weeks 
as our baseline estimation sample.

Table 1 provides summary statistics on our sample. The average user in our sam-
ple is 35 years old, with a tenth to ninetieth percentile age range of 21 years to 53 
years. Roughly 58 percent of users in our sample are male.  Fifty-five percent of the 
users have an iPhone, and 27 percent have a Samsung Galaxy; the rest of the users 
are relatively fragmented across many other phone models. The average user has a 

3 Facebook is unable to retain for replication purposes a “stable” version of the raw data that do not change 
over time.

4 Facebook reports in its July 26, 2018,  10-Q filing, “Substantially all of our daily and monthly active users […] 
access Facebook on mobile devices.”

5 The process of determining when a user obtains a new phone involves a number of steps, including the removal 
of likely work phones or phones borrowed from a friend as well as dropping temporary phones with only a few 
 log-ins. Because Facebook only records the device model but no unique device identifier, we are unable to detect 
switches between two devices of the same model. The overwhelming majority of switches that we detect are to 
phones released no more than nine months prior to the start of our sample, suggesting they are new purchases rather 
than  hand-downs from friends and family.
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phone that is 389 days old, while the median user has a phone that is just over 10 
months old. The tenth to ninetieth percentile range of phone age is between 63 days 
and 777 days. About 0.93 percent of all users acquire a new phone in a given week. 
The average user has 323 friends in the sample as well as about 3 new phone pur-
chases among friends in a given week.

II. Research Design

We next outline how we use the data described above to identify peer effects in 
cell  phone–purchasing behavior. Our most basic specification seeks to understand 
a Facebook user’s decision to buy a new phone in a given week as a function of the 
prior or contemporaneous purchases of her friends. The challenge for identifying 
such peer effects is that individuals tend to be friends with others who are simi-
lar to them across many dimensions (McPherson,  Smith-Lovin, and Cook 2001; 
Bailey, Cao, Kuchler, Stroebel, and Wong 2018; Bailey, Cao, Kuchler, and Stroebel 
2018). For example, in the context of our study, an Apple enthusiast may primarily 
be friends with other Apple enthusiasts. Even in the absence of peer effects, these 
friends may thus have similar  phone-purchasing behaviors, such as buying a new 
iPhone around its release date. As a result, observing a correlation in purchasing 
behavior within friendship groups does not necessarily provide evidence for peer 
effects (see Manski 1993 for an extended discussion).

Our approach to solving this identification challenge is to develop instrumental 
variables for the purchasing behavior of a person’s friends. A successful instrument 
should shift the purchasing behavior of a person’s friends without affecting the pur-
chasing behavior of that person through any channel other than peer effects. We 
propose two instruments that meet this exclusion restriction: first, the number of a 
user’s friends who randomly lose their phones and second, the number of friends 

Table 1—Summary Statistics

Mean
Standard 
deviation P10 P25 P50 P75 P90

User characteristics
Age (years) 35.3 12.1 21 25 33 44 53
Male 0.58 0.5 0 0 1 1 1
Phone age (days) 388.8 327.3 63 152 317 544 777
Buys phone (percent) 0.93 9.59 0 0 0 0 0
Has iPhone 0.55 0.50 0 0 1 1 1
Has Galaxy 0.27 0.44 0 0 0 1 1

Friend characteristics
Friends in sample 322.4 202.8 124 165 258 424 631
Friends with phone purchases 3.00 2.87 0 1 2 4 7
Friends with public statuses 59.5 53.8 17 26 43 73 120
Friends posting about breaking/losing phone 0.26 0.64 0 0 0 0 1
Friends at phone age threshold 1.83 1.84 0 0 1 3 4

Notes: Table presents summary statistics for our baseline panel. The unit of observation is a  user-week, and our data 
consist of approximately 329 million such  user-weeks. For each characteristic, we present the mean, standard devi-
ation, and the tenth, twenty-fifth, fiftieth, seventy-fifth, and ninetieth percentiles of the distribution.
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who have owned their phones for exactly two years and whose contract is thus likely 
up for renewal. We next discuss both of these instruments in more detail.

A. Random Phone Loss Instrument

Our first instrument is based on the idea that individuals are substantially more 
likely to buy a new phone in a week in which they lose or break their current phone. 
As a result, an individual who has more friends randomly losing their phones in a 
given week is likely to have more friends buying a new phone in that week. Provided 
that a random phone loss of a friend only influences the probability that a user her-
self purchases a new phone through peer effects from any replacement purchase by 
the friend, the number of friends who experience a random phone loss can then be 
used to instrument for the number of friends who purchase new phones.

The first step in constructing this instrument is to determine which individuals 
randomly break or lose their phones in a given week. We do so by analyzing public 
posts on Facebook that relate to such events. Figure 1 provides examples of such 
posts, which were relatively common during our sample period, since users regu-
larly posted on Facebook to explain to their friends why they were not returning 
calls or text messages.

We use a machine  learning–based approach to classify the universe of 
public Facebook posts in a given week, allowing us to assign an indicator  
 1 (RandomPhoneLos s i,t  )   to individuals who post about a random phone loss in 
that week.6 Specifically, we use two tools from the natural language processing 
 literature: word embeddings and convolutional neural networks. We will provide a 

6 We only have access to posts from individuals who have set their privacy settings for that specific post to 
“public” at the time of the analysis, rendering the post visible to any individual with the URL. Table 1 shows that 
while the average person in our sample has about 322 friends in total, only about 60 of those friends have set their 
statuses as public.

Figure 1. Sample Posts about  Randomly Lost Phones
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brief overview of these tools here; a longer explanation of our methodology is avail-
able in online Appendix A.1.

Our approach relies on word embeddings, which are  low-dimensional vectors 
that provide a geometric representation of the meaning of the corresponding word. 
Words with similar meanings will be represented by similar vectors, and the spa-
tial relationships between vectors will capture complex relationships between 
the corresponding words (see Mikolov, Yih, and Zweig 2013 for details). For 
instance, after converting words to their embeddings, the embedding most similar to  
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 Woman  )   is    
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→
 Queen   . In our application, we use  200-dimensional 

word embeddings that were trained using all articles on the English edition of 
Wikipedia. Using these vectors, we can represent each public Facebook post as a 
matrix, consisting of the stacked vectors of its constituent words.

After generating this numerical representation of each public post, we next use a 
convolutional neural network (CNN) to determine which posts describe a user break-
ing or losing her phone. CNNs were originally developed for applications in computer 
vision, and they expand upon traditional neural networks by transforming the under-
lying data to make use of its spatial configuration. In the case of image data, CNNs 
account for relationships between nearby areas of the image; in natural language 
applications, CNNs make use of the order of words within a passage. This allows us to 
distinguish between sentences such as “I broke my phone when I was with my friend 
John” and “I just saw my friend John break his phone.” We train the CNN on a large 
sample of  manually classified posts using 10-fold  cross-validation and then use it to 
classify all public posts in our sample. The resulting model performs quite well on 
unseen posts, identifying many idiosyncratic examples such as “R.I.P phone. You will 
be missed” that would be difficult to capture with regular expression searches.7 Online 
Appendix A.1 includes further details on the training process and the model’s perfor-
mance. In total, we identify around 65,000 public posts about broken or lost phones 
per week. Table 1 shows that, in a given week, the average person has 0.26 friends who 
publicly post about breaking or losing their phones.8

Panel A of Figure 2 visualizes the first stage of the random phone loss instrument. 
It shows the probability of purchasing a new phone in each week, splitting individ-
uals according to their posting behavior in week 0. The  green-triangle line corre-
sponds to individuals who publicly post about a random phone loss in week 0. The 
 orange-circle line corresponds to individuals with a public post that was not about 
a random phone loss, and the  blue-square line corresponds to individuals without 
a public post in week 0. In the weeks prior to posting about a random phone loss, 
the purchasing behavior of individuals who post about such a phone loss in week 0 
has a broadly similar trend to that of other individuals, although it has a somewhat 
higher level. (As we describe below, our research design will account for this higher 
level.) In week 0, those individuals who posted about a random phone loss have a 

7 It is likely that the CNN identified this particular post after observing  hand-classified posts such as “My phone 
is dead” in the training sample, combined with the fact that “dead” and “R.I.P” occupy similar positions in the 
embedding space.

8 We have also implemented a model using a regular  expression-based classifier, which produced an instrument 
that had less power but found largely similar results as our baseline analysis. This simpler classifier is used to rein-
force our main model in an approach inspired by ensemble classifiers. See the discussion in online Appendix A.1.
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substantial increase in the probability of acquiring a new phone. Specifically, about 
9 percent of individuals with a post identified by our classifier get a new phone in 
the week of posting about losing their phone. The probability of purchasing a new 
phone remains slightly elevated in the week following the post about the random 
phone loss before returning to its baseline rate.

Figure 2. Random Phone Loss Instrument

Notes: Panel A shows the probability of purchasing a new phone in a given week, splitting users by their posting 
behavior in week 0. The line Random Phone Loss Post (green triangles) shows the behavior of users who have a 
public post in week 0 that relates to a random phone loss. The line Other Post (orange circles) captures the behav-
ior of those who have a public post in week 0 that does not relate to a random phone loss, while the line for No Post 
(blue squares) tracks the behavior of those individuals without a public post in week 0. Panel B shows the proba-
bility that a user of each age group buys a phone in the weeks after posting about randomly losing or breaking her 
phone (RPL = Random Phone Loss).

0

3

6

9

12

P
ro

ba
bi

lit
y 

of
 n

ew
 p

ho
ne

 (p
er

ce
nt

)
P

ro
ba

bi
lit

y 
of

 n
ew

 p
ho

ne
 (p

er
ce

nt
)

−12 −9 −6 −3 0 3 6 9 12

Week relative to post

−12 −9 −6 −3 0 3 6 9 12

Week relative to post

Random phone loss post

Other post

No post

RPL post, age ≤ 30

RPL post, age > 30

No RPL post

0

2

4

6

8

10

12

Panel B. Probability of new phone, by week (split by age)

Panel A. Probability of new phone, by week



498 AMERICAN ECONOMIC JOURNAL: APPLIED ECONOMICS JULY 2022

While the probability of getting a new phone spikes in the week of the post 
and remains elevated in the following week, the sum of these probabilities is far 
below 100 percent, meaning that we do not observe a new phone purchase for every 
 individual whom we identify as having posted about a random phone loss. There 
are several reasons for this result. First, our classifier is likely to include some “false 
positive” posts that we incorrectly identify as indicating a random phone loss. For 
example, our classifier cannot perfectly separate posts that mention that someone’s 
“phone is dead” into those that talk about a dead battery and those that talk about a 
permanently broken phone.9 A second explanation is that some users may continue 
to use a phone with a broken screen or damage of another type. Users may also be 
able to repair broken phones or recover lost or stolen phones. Finally, our data do 
not allow us to identify individuals who replace a broken phone with a new phone 
of the exact same model. In these instances, however, peer effects are likely to be 
small, and not observing these switches is unlikely to substantially bias our results.

Based on this classification of a random phone loss, a basic identification strategy 
would instrument for the number of friends who purchase a new phone in a given 
week with the number of friends who publicly post about randomly breaking or 
losing their phones in that week. The associated identifying assumption would be 
that the number of friends losing or breaking their phones in a given week is condi-
tionally random. To strengthen the validity of this exclusion restriction, we include 
a number of controls in specifications using this first instrument. One possible con-
cern is that the purchasing behavior of individuals with friends who are more likely 
to lose or break their phone, or with friends who are more likely to post about it pub-
licly, may be fundamentally different. To address such concerns, we directly control 
for the number of friends who have posted publicly about losing or breaking their 
phones in the previous year as well as for the number of friends who have public 
statuses by default.10

While posting about breaking or losing one’s phone leads to a sizable increase in 
the average probability of obtaining a new phone, there is substantial heterogene-
ity in the size of this increase across individuals with different characteristics. For 
example, panel B of Figure 2 shows that, among individuals who publicly post about 
losing their phones in week 0, the probability of getting a new phone in that week 
is 11 percent for individuals over the age of 30, while it is only about 9 percent for 
individuals under 30 years of age. How many friends purchase a phone in a given 

9 Properly weighting “false positives” and “false negatives” was an important consideration when constructing 
our classifier, and we chose a threshold that balanced the number of the posts found with the conditional probability 
of switching of the posters. We also trained an alternative classifier that was better at rejecting false positives and 
gave a conditional  Pr (BuysPhon e i,t   | 1 (RandomPhoneLos s i,t  ) )   of 13.4 percent, although the number of posts found 
decreased by 85 percent. This associated decrease in the number of true positives thus weakened our instrument.

10 Additionally, it is important that having friends lose or break their phones in a given week is not correlated 
with individuals losing or breaking their own phones in that week. One reason for such a correlation could be com-
mon experiences that are correlated with breaking or losing a phone (e.g., a bachelor party, a trip to the beach, or 
time spent in a  high-crime area). To assess whether phone loss events are temporally correlated across friends, we 
perform a series of tests on users who post about losing or breaking their phones in week  t , calculating the probabil-
ity that one of their friends posts about losing or breaking their phones in each week from  t − 5  to  t + 5 . We were 
unable to find evidence that users lose or break their phones at the same time as their friends (see online Appendix 
B). Even though such concerns seem to be minor, we include a control indicating whether the user has posted about 
a random phone loss in all regressions that make use of this instrument.
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week is therefore not only affected by how many friends lose their phones in that 
week but also by which friends lose their phones. Under our assumption that phone 
loss is a conditionally random event, which friends lose their phones is also plau-
sibly random. We use this insight to further improve the power of our instrument.

Specifically, we exploit  small-sample variation in whether those friends who 
randomly lose their phones in a given week are more or less likely to purchase a 
new phone, conditional on the distribution of this propensity among all friends. 
For example, one could use the average age among people posting about a random 
phone loss as an instrument, controlling for the average age among all friends. Many 
other demographic characteristics are also correlated with a user’s conditional prob-
ability of buying a new phone, and all of these characteristics (and their interactions) 
could serve as potential instruments. However, using many of these potentially weak 
instruments would risk overfitting the first stage, therefore biasing our instrumental 
variables estimates toward the OLS estimates. Since fitting the first stage is a predic-
tion exercise, recent literature suggests using machine learning tools to optimally fit 
the first stage when there are a large number of possible instruments (e.g., Belloni, 
Chernozhukov, and Hansen 2014; Mullainathan and Spiess 2017; Peysakhovich and 
Eckles 2017; Athey 2019; Chernozhukov et al. 2018). We build on the ideas in this 
work and use a neural network to create a single propensity score from the large 
space of possible instruments.

(1)   ProbBuyRandomPhoneLos s i,t   

     = Prob (1 (BuysPhon e i,t  )  |  X i,t  , 1 (RandomPhoneLos s i,t  )  = 1) . 

The vector   X i,t    collects a large number of observable characteristics of user  
i  at time  t .11 We train the neural network using data from a separate sam-
ple of weeks,  2016–2015 to  2016–2017 and  2016–2023 to  2016–2025. This 
approach, which is similar to the  jackknife IV approach in Angrist, Imbens, 
and Krueger (1999), allows us to avoid overfitting  in-sample noise, thus ensur-
ing that we obtain unbiased estimates when building our instruments based on  
 ProbBuyRandomPhoneLos s i,t   . Online Appendix A.2 provides details on the design 
and the performance of the neural network used to estimate the propensity score.

We then construct the first instrument for the number of friends of person  i  who 
purchase a phone in week  t  by summing these propensities among user  i ’s friends 
who post about a random phone loss:

(2)     Instrumen t  i,t  
Lose  =   ∑ 

j∈Fr (i) 
  

 

   1 (RandomPhoneLos s j,t  ) 

 · ProbBuyRandomPhoneLos s j,t  , 

11 We use the following characteristics as features when training our neural networks: current phone age, cur-
rent phone model, carrier, user age, user gender, user browser, Instagram usage flag, user education level, US state, 
friend count, activity flags, account age, profile picture flag, number of friendships initiated, and  area-level average 
income.
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where  Fr (i)   is the set of all users who are friends with user  i . As discussed above, we 
add controls for the average of  ProbBuyRandomPhoneLos s j,t    among all of a user’s 
friends in the IV regressions with this instrument. This step allows us to exploit 
 small-sample variation in the probability of replacing a lost phone of the friends 
who randomly lose their phones in a given week, without capturing a possible direct 
relationship between the average conditional probability among a user’s friends and 
that user’s own probability of purchasing a new phone in that week.12

While the exclusion restriction is inherently untestable, we verify its plau-
sibility by exploring whether our instrument is conditionally related to 
important observable user characteristics. In particular, for each user, we first cal-
culate the unconditional probability that she purchases a phone in a given week,  
 ProbBuyUncon d i,t  ,  based on observable characteristics of the user (see online 
Appendix A.2 for details). In Figure  3, we then show the correlation between 
our instruments and the predicted probability that the user purchases a phone 
in a given week. In the top row, we explore the random phone loss instrument 
(equation (2)). Panel A shows unconditional relationships. We find that  Instrumen 
t  i,t  
Lose   is correlated with a user’s own predicted probability of buying a new phone, 

probably due to homophily. However, panel B shows that after controlling for 
the characteristics of a user’s overall group of friends—which are also included 
as controls in our IV specifications—there is no residual relationship between  
Instrumen t  i,t  

Lose   and the estimated probability that an individual herself purchases 
a new phone. This lack of conditional correlation between our instrument and 
observable user characteristics that influence purchasing decisions supports the 
credibility of our identifying assumption that no such correlation exists with unob-
servable user characteristics, either.

It is important to point out that the set of compliers in a specification using  
Instrumen t  i,t  

Lose   to instrument for the total number of phone purchases by friends is 
likely different to the set of compliers when using the total number of friends who 
break their phones. To the extent that these compliers differ in the strength of the 
peer effects they exert, the two approaches may therefore estimate different local 
average treatment effects (LATEs), though it is unclear whether either one of these 
LATEs would be preferable in terms of being more representative of a population 
average treatment effect.

B. Phone Age Instrument

Our second instrument is based on the observation that during the period of our 
study, there were two main contract structures in the US cell phone market. The first 

12 We also explore the possibility that the group of friends who would ever publicly post about a random phone 
loss is a selected subset of all of a user’s total friends. In this case, controlling for the average conditional probability 
among all of a user’s friends may not suffice to eliminate a possible direct relationship between the instrument and 
the errors in the second stage. To address this possibility, we also control for the average conditional probability 
of purchasing among a user’s friends for whom  1 (RandomPhoneLos s i,t  )  = 1  at any point in the year prior to our 
sample period. In the case of a user having no such friends, we set their average probability to a value outside the 
normal range of the data (in our case, to −1), and we include a binary control for missing data. This procedure 
allows us to avoid dropping observations when the user had no friends who had  1 (RandomPhoneLos s i,t  )  = 1  in 
the prior 12 months.
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involved  month-to-month contracts in which a user would purchase her own phone. 
This type of contract was offered primarily by  T-Mobile, AT&T, and MetroPCS. The 
second contract structure involved carriers subsidizing customers’ phone purchases 
in exchange for a  two-year service commitment at a set price. Service of this kind 
was offered primarily by Sprint and Verizon during that time.

Figure 4 shows the weekly probability of a user obtaining a new phone by the age 
of their current phone. Panel A shows that this probability is generally increasing in 
phone age, but it spikes when phones cross the  two-year age threshold (the dark gray 
area). Panel B, which shows this probability separately by carrier, highlights that 
this spike is concentrated among customers whose service is provided by Verizon 
or Sprint.

Figure 3. Conditional Independence of Baseline Instruments

Notes: Panel A shows the unconditional relationship between a user’s own predicted probability to buy a new 
phone,  ProbBuyUncon d i,t   , on the horizontal axis and the random phone loss instrument,  Instrumen t  i,t  

Lose  , on the ver-
tical axis. Panel B shows the same relationship but conditions on the controls included in equation (6), with the 
exception of  ProbBuyRandomPhoneLos s j,t   , the horizontal axis variable. Panels C and D in the bottom row show the 
analogous relationships for the contract renewal instrument.

0.02

0.03

0.04

0.05

0.06

0.07

R
an

do
m

 p
ho

ne
 lo

ss
 in

st
ru

m
en

t
C

on
tr

ac
t r

en
ew

al
 in

st
ru

m
en

t

C
on

tr
ac

t r
en

ew
al

 in
st

ru
m

en
t

R
an

do
m

 p
ho

ne
 lo

ss
 in

st
ru

m
en

t

0 0.005 0.01 0.015 0.02 0.025 0.03

Own predicted probability buy

Own predicted probability buy

Own predicted probability buy

Own predicted probability buy

0.08

0.1

0.12

0.14

0 0.005 0.01 0.015 0.02 0.025 0.03

0.02

0.03

0.04

0.05

0.06

0.07

0 0.005 0.01 0.015 0.02 0.025 0.03

0.08

0.1

0.12

0.14

0 0.005 0.01 0.015 0.02 0.025 0.03

Panel A. Random phone loss instrument—
unconditional

Panel B. Random phone loss instrument—
conditional

Panel C. Contract renewal instrument—
unconditional

Panel D. Contract renewal instrument—
conditional



502 AMERICAN ECONOMIC JOURNAL: APPLIED ECONOMICS JULY 2022

As before, we use a neural network to estimate, for each consumer, the proba-
bility of buying a new phone in the week when his current phone is two years old:

(3)  ProbBuy2 y i,t   = Prob (1 (BuysPhon e i,t  )  |  X i,t  , 1 (Phone2yOl d i,t  )  = 1) , 

where  1 (Phone2yOl d i,t  )  = 1  is an indicator that is set to 1 for individuals whose 
phones are between 721 and 735 days old. As suggested by panel B of Figure 4, a 

Figure 4. Probability of New Phone by Phone Age

Notes: Panel A shows how a user’s probability of getting a new phone varies with the age of their current phone. 
Panel B shows the same split by user carrier.
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key predictor here is a user’s current carrier, but other demographic characteristics 
included in   X i,t    also influence this conditional probability. We then instrument for 
the number of friends who get a new phone with the sum of  ProbBuy2 y j,t    across all 
friends who are at the  two-year phone age threshold in a given week:

(4)  Instrumen t  i,t  
2y  =   ∑ 

j∈Fr (i) 
  

 

   1 (Phone2yOl d j,t  )  · ProbBuy2 y j,t  . 

Since individuals who have more friends with older phones are plausibly differ-
ent from individuals with friends who have younger phones, we directly control 
for the number of friends whose phones are between 721 and 735 days old. We 
also add controls for the number of friends who were at the  2-year phone age 
threshold in the 12 months prior to our sample, as well as the average value of  
 ProbBuy2 y j,t    among those people, in addition to the average value of  
 ProbBuy2 y j,t    among all friends. By including these controls, we are effectively using 
only  small-sample variation in the conditional probabilities of a user’s friends who 
are at the contract renewal threshold in a given week, without using variation in the 
number of these friends. The bottom row of Figure 3 shows that after including these 
controls, there is no relationship between  Instrumen t  i,t  

2y   and a user’s own estimated 
probability of purchasing a phone in a given week,  ProbBuyUncon d i,t   .

C. Empirical Specification and Inference

Using these instruments, we estimate instrumental variables regressions to mea-
sure peer effects in the cell phone market. The first and second stages of the IV 
regression, respectively, are

(5)  FriendsBuyPhon e i, (t−1,t)    = δInstrumen t i,t−1   + ω  X i,t   +  e i,t   

(6)  1 (BuysPhon e i,t  )  = β   ̂   FriendsBuyPhone  i, (t−1,t)    + γ  X i,t   +  ϵ i,t  . 

The key dependent variable in the second stage,  1 (BuysPhon e i,t  )  , is an indicator of 
whether individual  i  purchases a new phone in week  t . The vector   X i,t    represents a 
rich set of fixed effects and linear controls based on characteristics of the users and 
their friends. In addition to the controls we already discussed above, we include 
 fully interacted fixed effects for user characteristics (age bucket  ×  gender  ×  educa-
tion  ×  state  ×  week), device characteristics (device  ×  carrier  ×  phone age buckets  
×  week), and friend characteristics (number of friends  ×  number of friends switch-
ing phones in the last 6 months  ×  week). We also control for the predicted (uncon-
ditional) probability that a user purchases a phone in that week,  ProbBuyUncon d i,t   .  
In the online Appendix, we show that our baseline results are robust to different 
specifications of the controls and fixed effects.

Our instrument in the  first-stage regression is based on shocks to friends in week  
t − 1  (e.g., the number and characteristics of friends who broke their phones in that 
week). The IV estimate  β  corresponds to the total user purchases in week  t  that were 
induced by the instrument, scaled by the  first-stage estimate  δ  of how many relevant 
friend purchases were induced by the instrument. This scaling should account for all 
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friend purchases caused by the instrument that occurred prior to the user’s purchas-
ing decision in week  t  and that could thus have influenced that purchasing decision. 
As mentioned above, our data do not allow us to precisely pinpoint the timing of 
purchases, and Figure 2 shows that friends who randomly lose their phones in week  
t − 1  have a somewhat elevated purchasing probability in week  t . An analogous, 
though weaker, increase in purchasing in week  t  occurs when a user reaches the 
contract renewal threshold in week  t − 1 . We therefore include all friend purchases 
in weeks  t  and  t − 1  in our endogenous variable,  FriendsBuyPhon e i, (t−1,t)    :

(7)  FriendsBuyPhon e i, (t−1,t)    =   ∑ 
j∈Fr (i) 

  
 

   1   (BuysPhone)  j,t−1   

 +   ∑ 
j∈Fr (i) 

  
 

   1   (BuysPhone)  j,t  . 

This approach potentially overcounts the relevant number of  instrument-induced 
purchases of new phones by friends since it can include some friend purchases in 
week  t  that occurred after the user has already purchased a phone in that week; as a 
result, the  second-stage coefficient estimates of  β  provide a conservative measure of 
the magnitude of peer effects.13

Inference.—In any setting where peer effects might be important (whether or not 
they are the focus of the analysis), these peer effects can introduce a correlation in 
the error terms across individuals. Such a correlation would invalidate the indepen-
dence assumptions used to derive the asymptotic properties of standard estimators. 
In a world with  non-overlapping network communities, one can account for this 
possible  across-observation dependence due to peer effects by clustering standard 
errors at the level of the community. For complete networks like the one we are 
studying, statistical inference remains a relatively open area of research, and our 
vast sample size limits our ability to use the social graph to fully model the structure 
of the  variance-covariance matrix (similar issues arise in a literature that explores 
the use of  cluster-robust estimators when working with spatially dependent data) 
(see Bester, Conley, and Hansen 2011). We therefore follow a number of recent 
papers to explore the robustness of our statistical inference to various approaches 
of constructing standard errors. In particular, Eckles, Kizilcec, and Bakshy (2016) 
and Zacchia (2020) propose to partition the social graph into a number of commu-
nities with limited  cross-community dependence and to then cluster the standard 
errors at the community level.14 Even though the presence of some  across-cluster 

13 Using only friend purchases in week  t − 1  as the endogenous variable would instead undercount the relevant 
friend purchases induced by the instrument since it would miss purchases that occurred early in week  t  (before 
the user’s own purchasing decision in that week). It would thus understate the first stage (and overstate the second 
stage), providing an upper bound on the magnitude of peer effects rather than a lower bound, as our baseline spec-
ification does.

14 Operationally, we start with a dataset that uses a distributed variant of the  Kernighan-Lin algorithm to divide 
the global Facebook social graph into about 21,000 distinct communities. Individuals in our sample are assigned to 
their communities created by this graph. The 0.2 percent of our sample assigned to communities with fewer than 
100 other members of our sample are grouped into a “residual” community (these individuals are likely to be recent 
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friendship links implies that there remains the potential for  across-cluster correlation 
in the error terms, this clustering approach substantially reduces potential biases in 
standard errors from such dependencies. Online Appendix A.3 shows that our stan-
dard errors are essentially unaffected when moving from  heteroskedasticity-robust 
standard errors to  community-robust standard errors. This suggests that in our set-
ting, statistical inference is not substantially affected by residual  across-individual 
dependencies in error terms.

III. Peer Effects in Phone Purchasing

We next explore how a user’s propensity to purchase a new phone is affected by 
the phone purchases of her friends. We begin by presenting the baseline estimates 
of peer effects. Section IIIA then explores the timing of these peer effects, showing 
that an individual acquiring a new phone increases the aggregate propensity that her 
friends purchase a new phone for at least several months. In Section IIIB, we explore 
heterogeneities in both influence and susceptibility to influence across demographic 
characteristics.

Baseline Results.—Column 1 of Table 2 presents OLS estimates from regression 
(6). The results suggest that having one more friend purchase a phone in weeks  t  or  
t − 1  increases a person’s own propensity to buy a phone in week  t  by 0.032 percent-
age points. This estimate is large relative to a baseline probability of purchasing a 
new phone of just under 1 percentage point per week. However, as discussed above, 
this OLS estimate might also pick up the effects of common shocks or preferences 
in addition to any peer effects. The rest of Table 2 therefore presents causal effects 
from IV estimations. Columns 2 and 3 show the reduced forms from the random 
phone loss instrument and the contract renewal instrument, respectively, while col-
umns 4 and 5 show the corresponding  second-stage estimates.

Both  second-stage IV estimates are similar in magnitude to the OLS estimate: the 
IV estimate is slightly larger than the OLS estimate when using the random phone 
loss instrument, and it is slightly smaller than the OLS estimate when using the con-
tract renewal instrument; neither of these differences is statistically significant. This 
similarity in estimated peer effects across OLS and IV specifications is perhaps sur-
prising since one might have expected that common shocks or common preferences 
would lead to a substantial upward bias in the OLS estimates. In contrast, our result 
here suggests that—after controlling for observable characteristics of individuals 
and their friends—correlated unobservable shocks or preferences induce at most a 
small bias to our OLS estimates, at least when analyzing the effect of peer purchases 
on the  near-contemporaneous purchasing behavior of individuals.

In terms of magnitudes, a simple  back-of-the-envelope calculation suggests that a 
new phone purchase by an individual in one week leads to an additional 0.08 phone 

immigrants, who are members of communities where most members are outside the United States). Overall, the 81 
million users in our primary sample are assigned to 5,140 distinct communities with an average size of 15,910. The 
average user in our sample has 53.4 percent of her friends within the same community; at the tenth/fiftieth/ninetieth 
percentile of our sample, this number is 21%/54%/84%.
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purchases through peer effects in the following week.15 Put differently, a little less 
than one in ten phone purchases causes a  follow-on purchase in the subsequent week 
through peer effects.16

One interesting question is whether the estimated treatment effects are the result 
of individuals hearing about their friends’ new phone purchase through Facebook 
or through off-line interactions. We think that at most a small part of the overall 

15 The average peer of people in the sample has  258  friends (which is lower than the average number of friends 
of people in the sample, which was restricted to only include individuals with at least 100 friends), and a new 
purchase by these peers increases the probability of each friend purchasing a new phone the following week by 
about 0.032 percentage points (the average of the two IV estimates). A simple  back-of-the-envelope estimate of the 
overall effect is thus  258 × 0.00032 ≈ 0.08 .

16 We rule out two possible alternative explanations for the patterns in Table 2. First, we explore if they might 
primarily capture the correlated behavior of family members as a result of contract incentives such as “Buy One, 
Get One Free” offers that are sometimes available for members of the same family plan. When we repeat our anal-
ysis after excluding each user’s family members from their friends (where we identify family members through a 
combination of  self-reports and  model-based imputations), we find baseline estimates of very similar magnitude. 
In addition, while “Buy One, Get One Free” offers might in principle explain correlated purchases that are close in 
time, they could not explain the  long-lasting patterns we show in Section IIIA. We also find that our estimates are 
not driven by Facebook disproportionately advertising cell phones to people whose friends recently experienced a 
random phone loss or whose friends’ contracts were up for renewal. To show this, we repeat our baseline regres-
sions only for users who did not see any cell phone ads on Facebook during our sample period. The peer effects we 
estimate in this sample are  near identical to those in the full sample. The finding is consistent with our institutional 
understanding of the scope of ad targeting.

Table 2—All Instruments—All Phones

Reduced form Second-stage

OLS
Broken 
phone

Contract 
renewal

Broken 
phone

Contract 
renewal

(1) (2) (3) (4) (5)

Number of friends buying ( t − 1 and t) 0.032 0.040 0.022
(0.000) (0.005) (0.013)

Instrument 0.046 0.024
(0.007) (0.014)

Controls + Fixed Effects Y Y Y Y Y

Mean dependent variable 0.93 0.93 0.93 0.93 0.93
Number of observations 329m 329m 329m 329m 329m
Effective  F-statistic 4,627 878

Notes: Table  shows estimates of regression (6). Column 1 presents the OLS estimate, columns 2 and 3 present 
reduced-form estimates using our two instruments, and columns 4 and 5 present the corresponding  second-stage 
IV estimates. The dependent variable in all specifications is an indicator for whether user  i  purchases a new phone 
in week  t . All coefficients reported are multiplied by 100 to ease interpretability. We include interacted fixed effects 
for individual  i ’s demographics (age bucket  ×  state  ×  gender  ×  education), individual  i ’s  beginning-of-week 
device (current phone  ×  current phone age in buckets of 50 days  ×  carrier), and individual  i ’s friends (total friends  
 ×  number of friends switching phones in the previous 6 months). We control linearly for the user’s unconditional prob-
ability of buying a new phone, estimated as described in online Appendix A.2 and for the average conditional purchase 
probability among a user’s friends. In columns 2 and 4, we additionally control for individual and friend posting behav-
ior (the number of friends with public statuses, the number of friends posting in a given week, the number of friends 
who post about random phone loss in the 12 months prior to our sample, the average conditional probability of buying 
a new phone among friends who posted about random phone loss in the prior 12 months, and a dummy for whether the 
user herself posted about a random phone loss in the given week). In columns 3 and 5, we additionally control linearly 
for the number of friends whose phones are between 721 and 735 days old, the number of friends who have had phones 
of this age in the 12 months prior to our sample, and the average conditional probability of buying a new phone among 
those friends. We report Olea and Pflueger (2013) effective  F-statistics. Standard errors are clustered at the level of the 
community (see the discussion in Section IIC and online Appendix A.3).
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observed peer effect comes from interactions on Facebook—indeed, in this setting, we 
view Facebook primarily as a tool to measure phone purchases and social networks, 
instead of the primary medium for information flow. There are a number of reasons 
for this. First, only about 2.3 percent of individuals who post about losing their cur-
rent phone actually post about purchasing a new phone in the following weeks, and 
even then, Facebook posts are usually seen by only about a quarter of an individuals’ 
friends (Bernstein et al. 2013). Second, we highlight below that peer effects from geo-
graphically proximate friends are substantially larger, suggesting an important role of 
 in-person interactions in propagating information about new phone purchases. Third, 
we show below that the effect of a friend’s phone purchase on own purchasing behav-
ior is strong for a number of months following the friends’ purchase. We think it is 
much more plausible that this effect comes through hearing about the friend’s purchase 
over time (as well as through  second-order peer effects), instead of the delayed effect 
capturing the purchase of a new phone many months after viewing a social media 
message—in particular given the evidence that individuals remember only a fraction 
of social media content even immediately after viewing it (Counts and Fisher 2011).

The difference in magnitude across the two IV estimates in columns 4 and 5 of 
Table 2 highlights that the local average treatment effects we capture using each of 
these instruments may differ from the average treatment effect in the population. 
Specifically, our first instrument captures the average peer effects of individuals who 
post publicly about losing their phones (and who then quickly purchase a new one) 
on those individuals’ friends. Our finding suggests that the peer effects exerted by 
these individuals may be somewhat larger than the average peer effects in the popu-
lation, perhaps because individuals who quickly replace a (partially) broken phone 
care a lot about phones and are therefore more likely to influence their friends. In 
addition, due to homophily, the users who are friends with these people may them-
selves be more interested in phones, so their own purchasing behavior may be more 
affected by peer effects than that of the average person. In contrast, the IV coeffi-
cient estimated using the contract renewal instrument identifies the average peer 
effects from individuals who keep the same phone for two years before replacing it. 
As can be seen from Table 1, a  two-year-old phone is in the right tail of the phone 
age distribution. This result suggests that users who wait that long to replace their 
phones may be less interested in  up-to-date technology than the average user, per-
haps explaining why eventual purchases by these individuals have a  below-average 
effect on the purchasing behavior of their peers.

These differences in local average treatment effects raise the possibility for sub-
stantial heterogeneities in peer effects, both along characteristics of the potential 
influencers and characteristics of the individuals who are potentially influenced.17 
We explore these heterogeneities, which have important implications for firms’ mar-
keting strategies and  price-setting behaviors, in Section IIIB.

17 The differences in LATEs across instruments also suggest a potential alternative interpretation of the obser-
vation that OLS and IV estimates have similar magnitudes. In particular, it could still be the case that the OLS 
estimate presents a substantially  upward-biased estimate of the true average peer effect in the population, and at 
the same time that the IV estimates both correspond to LATEs capturing the peer effects from relatively influential 
individuals, with the two effects approximately offsetting each other.
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A. Peer Effects at Longer Horizons

The specifications reported in Table  2 analyze the effects on an individual’s 
 phone-purchasing behavior immediately following a new phone acquisition by a 
peer. In this section, we explore two related questions. First, for how long does the 
purchase of a phone by a peer influence an individual’s own purchasing behavior? 
Second, do these peer effects primarily represent the retiming of  already-planned 
purchases, or do they generate purchases that would not have happened otherwise?

To address these questions, we expand the horizon over which we measure a 
user’s phone purchasing behavior to include up to 43 weeks following the initial 
phone purchase by a peer. Specifically, we construct dependent variables of the form  
 1 (BuysPhon e i, (t,t+3)   )  ,  1 (BuysPhon e i, (t+4,t+7)   )  , and so on, to capture whether a user 
purchases a new phone during a number of  four-week periods. In Figure 5, we report 
the  β -coefficients from using these variables as dependent variables in regression (6). 
Though these regressions are similar to our baseline specification reported in Table 2, 
the interpretation of the  longer-horizon effects is somewhat more complicated. In 
particular, since individuals and their friends often have many friends in common, 
 second-degree peer effects become increasingly relevant at longer time scales: a 
friend’s purchase in week  t  may influence a common friend’s purchase in week  t + 1  , 
which in turn affects the user’s own purchasing decision in week  t + 2 . The coeffi-
cients presented in Figure 5 provide the LATEs associated with a friend purchasing a 
new phone in weeks  t  or  t + 1  on the user purchasing at various horizons, capturing 
both the direct effect of the initial friend purchase and any  higher-order effect of pur-
chases by common friends that were caused by the initial purchase.

A number of patterns emerge from the IV coefficients in Figure 5. First, having 
an extra friend purchase a new phone in response to a random phone loss is not asso-
ciated with an elevated probability of a user herself purchasing a new phone in the 
weeks prior to the random phone loss by the friend (this probability is even marginally 
lower in the month prior to the friend’s random phone loss, though the effect is barely 
significant and tiny in magnitude). This finding provides further support for the exclu-
sion restriction associated with the random phone loss instrument, which requires that 
individuals with and without a  randomly induced phone purchase by a friend would 
behave conditionally similarly in the absence of the random friend purchase.

Second, Figure  5 shows that the effect on user purchasing of having an extra 
friend randomly buy a new phone in week  t = 0  is roughly as large over the first 
four weeks following the friends’ purchase as it is over each of the subsequent three 
months. After that, the aggregate effect declines and generally stabilizes. During the 
period that we observe, the aggregate effect on own purchasing behavior in response 
to a friend replacing a lost phone does not show signs of a reversal. This finding 
implies that peer effects induce an increase in the total level of phone purchases 
and not merely a shift in the timing of a fixed number of purchases.18 The observed 

18 This result does not mean that no individuals have their purchases pulled forward through peer effects. 
Indeed, in all weeks  t′ > 1 , there are two countervailing forces that determine the aggregate effect of a random 
phone purchase in week  t = 0  and  t = 1  on the total purchases by all the person’s friends. Firstly, there are poten-
tially negative effects on the purchasing probability of people who had their purchases pulled to previous weeks  
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cumulative increase in purchasing probability is economically meaningful: having 
an additional friend who purchases a phone in week  t  increases the chance that a 
user purchases a phone between weeks  t  and  t + 15  by 0.6 percentage points. In our 
sample, the average chance that a given user purchases a cell phone over this period 
is 14.8 percent, so a friend’s purchase increases the user’s own probability of buying 
a new phone in the next 4 months by about 4 percent of the baseline probability.

B. Heterogeneities in Treatment Effects

The previous observation that our two instruments identified LATEs of different 
magnitudes hinted at the presence of substantial heterogeneities in peer effects. In 
particular, it suggested that those friends whose behavior was shifted by each of 
our instruments might be differentially influential on average. To further explore 
such heterogeneities, we next analyze how peer effects vary with the observable 
characteristics of users and their friends. These heterogeneities are estimated with 
IV regressions using the random phone loss instrument, which has the most power; 
online Appendix A.4 provides the exact regression specifications. Directionally, the 
patterns of heterogeneity in the resulting LATEs are generally similar to the pat-
terns of heterogeneity in the corresponding OLS estimates, suggesting that they are 
not only a feature of the local average treatment effects identified by our random 

0 < t < t′ . However, any such effects are more than offset by positive effects on the number of total purchases 
through delayed or  higher-order peer effects.

Figure 5. Peer Effects at Alternative Horizons

Notes: Figure shows estimates from IV regression (6) at various horizons. The dependent variables are indicator 
variables for whether a user purchases a new phone in the given  four-week period. The IV coefficients capture the 
total effect of friend purchases in weeks  t = 0  or  t =  1, induced by a random phone loss in week  t = 0 . Error bars 
show 95 percent confidence intervals.
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phone loss instrument but also of the (potentially biased) average treatment effects 
obtained through OLS analysis.

Heterogeneity by Relationship Strength and Geographic Proximity.—We first 
explore whether the magnitude of the peer effects we observe is affected by the 
strength of the relationship of the  user-friend pair. To measure the closeness of 
friendship links, we rank a user’s friendships according to a model of tie strength 
based on characteristics such as mutual friends and interaction frequency, similar to 
Gilbert and Karahalios (2009). The left panel of Figure 6 shows that the estimated 
peer effect from a friend in the top 25 closest friendships is more than twice as large 
as the peer effect from a friend who is not in the top 25 (we choose this cutoff since 
tie strength declines much less strongly across ranks beyond the top 25 friends). It is 
reassuring that peer effects from closer friends are larger. In fact, there are a number 
of possible explanations that are consistent with this finding. First, purchases by 
these friends may be more salient to a user, perhaps because she is more likely to 
interact with these friends. Second, it is likely that individuals are more willing to 
trust information that they receive from closer peers. Third, the desire to keep up 
with closer friends may be higher than the desire to keep up with friends who are 
less close.

We also explore whether peer effects from geographically proximate friends are 
larger than those from friends who live further away. The right panel of Figure 6 
shows that the estimated peer effect from a friend who lives in the same predicted 
zip code is more than twice as large as the peer effect from a friend who lives in a 
different predicted zip code. This evidence is highly consistent with our previous 
interpretation that much of the observed peer effects are the result of  in-person inter-
actions between individuals, which are more likely to occur when two individuals 
live close to each other than when they live further apart.

Figure 6. Peer Effects Heterogeneity by Relationship Strength and Geographic Proximity

Notes: Figure shows IV estimates of equation (6) using the random phone loss instrument. In the left panel, we split 
each user’s friends into those inside and outside the top 25 using a model of friendship intensity. In the right panel, 
we split all friends into those living in the same predicted zip code and those living in a different predicted zip code 
as the user. Error bars show 95 percent confidence intervals.
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Heterogeneity by Friend Characteristics.—We next explore heterogeneities in 
the magnitude of peer effects exerted by different individuals. Identifying charac-
teristics of socially influential individuals is an important exercise for marketing 
researchers and practitioners, and “influencer campaigns” are now an integral part of 
most consumer marketing strategies (see Ferguson 2008; Tucker 2008; Bakshy et al. 
2011; Aral and Walker 2012). Here, we contribute to this research effort by docu-
menting demographic characteristics that are indicative of large social influence and 
by exploring how social influence and price sensitivity are correlated across demo-
graphic groups. We discuss that the latter correlation has important implications for 
firms’ dynamic  price-setting behavior.

Figure 7 documents heterogeneity in peer effects along peer demographic charac-
teristics. Panel A shows the “per friend” peer effect, corresponding to the causal effect 
of a purchase of a new phone by a person with those characteristics on average on each 
of their friends. Panel B measures the “overall” peer effect, which adjusts the  per friend 
peer effect by the fact that different demographic groups have differentially many 
friends. This second category is of particular interest for designing  influencer-based 
marketing campaigns. We find that younger individuals exert larger peer effects on 
each of their friends. Combined with the fact that these individuals have more friends 
on average, we find that the overall peer effect exerted by individuals declines substan-
tially in age. This finding suggests that acquiring younger customers is more valuable 
to firms than acquiring older customers, at least in the phone market, since younger 
customers will generate more  follow-on demand through peer effects.

We also find that the peer effects exerted by individuals who report high school 
as their highest education level are larger than the peer effects exerted by  individuals 

Figure 7. Peer Effect Heterogeneity by Friend Characteristics

Notes: Figure shows IV estimates of equation (6) using the random phone loss instrument. Estimated peer effects 
are split by characteristics of the peer with the random phone loss. Panel A shows the mean peer effect a user in 
each group exerts on each of her friends. Panel B reports the average total influence of a user in each group on all 
of her friends, computed by multiplying the coefficients found in panel A with the average number of friends in 
each demographic group. We report the full specifications in the online Appendix. Error bars show 95 percent con-
fidence intervals.
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who report having gone to college. In addition, we find that the  per friend peer 
effect exerted by individuals is declining in the number of friends they have, perhaps 
because the marginal friend is less close. However, despite the declining influence 
on each friend, the overall peer effects do not follow a similarly monotonic pattern. 
Users with between 200 and 400 friends seem to have the most influence in aggre-
gate, having a large  per friend peer effect and relatively many friends. We find that 
women are somewhat more influential than men, although these differences are rel-
atively small. We also find that users from  middle-income areas are more influential 
than users from richer or poorer areas. Users who lose a phone that is less than one 
year old have the largest influence on the purchasing behavior of their friends (recall 
from Table 1 that the median phone age in our sample was 317 days). In turn, indi-
viduals who do not regularly replace their phones—and who are therefore likely to 
not value new technology as much—exert smaller peer effects on their friends. The 
peer effects of these people may be lower both because they are less likely to talk to 
their friends about having a new phone and because they may be perceived as  less 
valuable sources of information when they do talk to their friends.19

Peer Influence versus Price Sensitivity.—One important implication of peer 
effects is that the aggregate demand curves faced by firms are more elastic than indi-
vidual demand curves (see Glaeser, Scheinkman, and Sacerdote 2003). The magni-
tude of this difference depends in part on the correlation between individuals’ price 
elasticities and the magnitude of the peer effects they exert. Specifically, if a price 
cut primarily attracts additional demand from individuals who exert only small peer 
effects, the difference between the individual and aggregate demand curves will be 
substantially smaller than when a price cut primarily increases the demand of indi-
viduals who exert large peer effects.

In our data, we do not have  individual-level estimates of price sensitivity. To 
explore whether the most influential individuals are likely to have relatively high or 
relatively low price sensitivity, we split individuals into 8  mutually exclusive groups 
along the interacted dimension of user age (above or below 35 years), user phone 
age (above or below 1 year), and user gender. We estimate the  per friend influence 
and the total influence for each of these eight groups using instrumental variables 
specifications similar to the ones described above. We also measure the price sen-
sitivity of each group by calculating the percentage increase in the number of users 
in each group who purchase an iPhone 6s or iPhone 6s Plus in the week before and 
after a major price cut in September 2016.20

19 When comparing the 16 IV coefficients presented in the left panel of Figure 7 to the corresponding coeffi-
cients from an OLS specification, we obtain a correlation of 0.81, suggesting that our conclusions regarding the 
relative strength of peer effects of different individuals may generalize beyond the specific LATE studied here. The 
main difference is in the heterogeneity by age, where there are fewer differences across age groups in the OLS 
specification than in the IV specification.

20 On September 7, 2016, Apple announced an immediate price cut of $100 for the iPhone 6s and the iPhone 6s 
Plus. We use purchasing data from one week on each side of this date to measure price sensitivity, but our findings 
are robust to comparisons that use several weeks on either side of the price cut to determine the price sensitivity of 
each group. In the week following this price cut, we observe a 4 percent increase in the number of iPhones regis-
tered, with heterogeneity in the size of this jump across demographic groups.
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We next explore the correlation between peer influence and price sensitivity 
across the eight groups. We find the correlation with  per friend influence to be 0.89 
and the correlation with total influence to be 0.90.21 This result suggests that price 
cuts disproportionately attract extra demand from individuals who are relatively 
influential and that the deviations between individual and aggregate demand curves 
in this market are thus likely to be large. The higher implied price elasticity of 
aggregate demand will push firms toward setting lower prices than they would in the 
absence of peer effects.22

The positive correlation between price sensitivity and peer influence may also 
provide an explanation for the  sometimes puzzling observation that many markets 
clear through queuing rather than through price adjustments. If higher prices dispro-
portionately reduce demand from those individuals with large peer effects on their 
friends, then an optimal dynamic pricing strategy might be willing to trade off lower 
revenues today in return for additional sales generated through peer effects in future 
periods. In other words, while increasing the price would increase revenues today, it 
might reduce overall  long-run revenues due to substantially lower peer effects going 
forward. In scenarios in which demand exceeds supply and firms do not want to 
increase prices to avoid selling to  less influential individuals, an alternative assign-
ment mechanism is required. Assignment via queuing is likely to disproportionately 
select individuals who might exert the largest peer effects among those willing to 
buy at the low price. This mechanism can help rationalize, for example, why Apple 
does not increase the price for its iPhones, despite the large queues outside its stores 
around device release dates. Similar mechanisms might be at work in other settings 
where limited supply is assigned through queuing that can help select individuals 
who will exert particularly large peer effects and thus generate subsequent sales 
(e.g., new sneakers, new restaurants, or the famous Cronuts).

Heterogeneity by User Characteristics.—Figure 8 explores heterogeneities in the 
susceptibility to influence of different individuals, separating users along the same 
demographic characteristics as in Figure 7. There are only small differences in sus-
ceptibility to influence across most demographic groups. The exception is that a 
user’s number of friends is a major determinant of their susceptibility to influence 
from the average friend. The findings are consistent with the marginal friend being 
less close and therefore less influential for a user’s purchasing behavior.

21 We obtain similar correlations when we estimate peer effects with OLS regressions (acknowledging the 
potential biases in these specifications), suggesting the patterns may be generalizable beyond the specific LATE 
considered here. We also expand this exercise by further splitting each group into those with more or fewer than 300 
friends, providing us with estimates of peer influence and price sensitivity for 16  mutually exclusive groups. Despite 
the fact that the estimates for peer influence are substantially noisier, the correlations across these objects are 0.66 
and 0.22 for the  per friend and total peer effects, respectively. Running IV regressions with more endogenous vari-
ables is not computationally feasible, preventing us from extending our analysis to consider the correlation between 
price sensitivity and peer effects at finer demographic splits.

22 Through this channel, peer effects are a force that lowers markups and improves consumer welfare and alloc-
ative efficiency in this market. Online Appendix A.5 presents a simple model that formally explores this relationship 
between the correlation of peer influence and price sensitivity, the aggregate demand elasticity, and price markups. 
It is possible that peer effects may affect optimal  price-setting through other channels (see Easley and Kleinberg 
2010; Campbell 2013; Garcia and Shelegia 2018), and the overall effect of peer effects on prices depends on the 
relative importance of these various channels.
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Heterogeneity by Peer and User Characteristics.—In the final set of heterogene-
ity analyses, we explore peer effects along characteristics of both the user and the 
peer. For example, we explore whether all individuals are primarily influenced by 
peers who are similar on observable characteristics or whether all individuals are 
most influenced by the same types of peers, regardless of their own characteristics.

Panel A of Figure 9 shows the  cross-heterogeneity of peer effects by  area-level 
income. Across all user income groups, friends from  middle-income areas tend 
to be the most influential. Panel B shows that, for both high  school–educated and 
 college-educated users, high  school–educated friends have the largest peer effect. 
Panel C shows that men and women are both more influenced by female friends 
than by male friends, though this effect is somewhat larger for female users. Panel 
D shows that younger users generally have the largest peer effects on their friends, 
with friends aged 25 years or less having particularly large effects on users older 
than 40 years. The only exception is the large effect of friends over 40 years old on 
users below 25 years old, although these peer effect estimates are not very precise, 
and they could be capturing correlated purchasing behavior between parents and 
children. Overall, these results suggest that individuals who are more influential on 
average are, in general, more influential on all users, not just those who are similar 
to them on demographic characteristics.

IV. Peer Effects for Specific Phone Purchases

In the previous section, we explored how a user’s decision to purchase any new 
phone is affected by whether her friends recently acquired a new phone. In this 

Figure 8. Peer Effect Heterogeneity by User Characteristics

Notes: Figure shows IV estimates of equation (6) using the random phone loss instrument. Estimated peer effects 
are split by user characteristics. We report the full specifications in the online Appendix. Error bars show 95 per-
cent confidence intervals.
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section, we study whether the observed peer effects are specific to the phone brand 
purchased by the peer and explore whether there are positive or negative spillovers 
to competing brands.

We focus on the two major cell phone lines, Apple’s iPhones and Samsung’s 
Galaxy phones, which are used by 55 percent and 27 percent of users in our data, 
respectively. We pool the other highly fragmented brands into a residual category, 
which includes a variety of phones operating largely on the Android system. The 
set of brand categories we consider is thus given by  C =  {iPhone, Galaxy, Other}  .  
We are then interested in understanding how a friend’s purchase of a phone in brand 
category  c ∈ C  affects a user’s probability of buying a phone in the same brand 
category as well as their probability of buying phones in a different category. This 
investigation allows us to explore, for example, whether a friend’s purchase of an 
iPhone increases a user’s own demand for all phones, including those of iPhone 
competitor Galaxy, or whether it primarily pulls demand away from Galaxys and 
toward iPhones.

Figure 9. Peer Effect Heterogeneity by Pairwise Characteristics

Notes: Figure shows instrumental variables estimates of equation (6) using the random phone loss instrument. 
Estimated peer effects are split by user and peer characteristics. We report the full specifications in the online 
Appendix. Error bars show 95 percent confidence intervals.

0

0.025

0.05

0.075

0.1

E
st

im
at

ed
 L

A
T

E
 (p

er
ce

nt
)

Low-income
user

Medium-income
user

High-income
user

Low-income friend             High-income friend 

Medium-income friend

Age < 26 
user

Age 26–40 
user

Age > 40 
user

Age < 26 friend

Age 26–40 friend

Age > 40 friend

High school–educated
user

College-educated
user

High school–educated friend

College-educated friend

Male user Female user

0

0.025

0.05

0.075

0.1

E
st

im
at

ed
 L

A
T

E
 (p

er
ce

nt
)

0

0.02

0.04

0.06

0.08

E
st

im
at

ed
 L

A
T

E
 (p

er
ce

nt
)

0

0.05

0.1

0.15
E

st
im

at
ed

 L
A

T
E

 (p
er

ce
nt

)Male friend               Female friend

Panel A. Income Panel B. Education

Panel C. Gender Panel D. Age



516 AMERICAN ECONOMIC JOURNAL: APPLIED ECONOMICS JULY 2022

Identification Challenge and Empirical Approach.—To give a concrete example 
of the challenge with identifying peer effects in phone brand choice, imagine that 
there are two individuals, Amy and Bob, both of whom have five friends. Among 
Amy’s friends, four would buy an iPhone if they were to replace their current phones, 
while only one of Bob’s friends would buy an iPhone. In addition, homophily on 
characteristics such as  tech-savviness imply that both Amy and Bob are similar to 
their friends in terms of phone preferences: even in the absence of peer effects, Amy 
would likely buy an iPhone, while Bob would probably buy a different phone. As a 
result, standard OLS specifications that regress whether people buy a certain phone 
brand on whether their friends buy that same brand would not necessarily identify 
peer effects since correlated preferences (and correlated shocks) would induce sim-
ilar purchasing behavior even in the absence of any peer effects.

To document the role of peer effects in determining the purchases of specific 
phone brands, we thus adapt the IV strategy described above. To conceptualize our 
approach, imagine now that there is a third person, Carl, who is very similar to Amy. 
Carl also has five friends, of whom four would purchase an iPhone if they were to 
replace their phones, and Carl’s own propensity to purchase an iPhone is also very 
similar to that of Amy. Now imagine that, in a given week, both Amy and Carl have 
one of their friends break their phones. By chance, it happens that Amy’s unlucky 
friend is one who is likely to replace her broken phone with an iPhone, while Carl’s 
unlucky friend is likely to replace it with a Galaxy. Importantly, this variation in the 
phone brands bought by Amy’s and Carl’s friends is not driven by differences in the 
composition of their friends—our thought experiment holds this composition con-
stant by construction. Instead, the brands purchased by Amy’s and Carl’s friends are 
determined by which of their friends randomly break their phones in a given week, 
something that should not be correlated with Amy’s and Carl’s normal purchasing 
preferences after controlling for the brand preferences of all friends. As a result, any 
difference in Amy’s and Carl’s probabilities of buying different phone brands in the 
weeks following their friends’ random phone losses (and subsequent phone replace-
ments) is informative about the causal role of peer effects.

To operationalize this research design, we first construct a measure of each indi-
vidual’s probability of purchasing a phone of each brand. Specifically, for each 
phone brand  c , we fit a neural network to predict the propensity that individual  i  
will purchase a phone of brand  c  in week  t , based on observable characteristics of 
that individual. We predict both the unconditional probability of buying a phone of 
brand  c ,  ProbBuyUncon d  i,t  

c   , and the propensity of such a purchase conditional on 
posting about a random phone loss,  ProbBuyRandomPhoneLos s  i,t  

c    (the conditional 
and unconditional propensities are highly correlated across individuals). We esti-
mate these propensities using information on individuals’ demographics and current 
phones (see online Appendix A.2 for details). For instance, we find that older users 
prefer iPhones, while all users are more likely to buy a phone of the same brand as 
their current device. As before, neural networks allow us to uncover  nonlinear and 
interactive relationships between the various observable characteristics.

Our research design then proposes to use the sum of these predicted propen-
sities of the friends who randomly lose their phones as instruments for the num-
ber of friends buying a phone of the respective brand, controlling for the average 
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 propensities among all friends. As described above, this is based on the assumption 
that, conditional on the characteristics of all of a user’s friends, it is random whether, 
in a given week, the friends who lose their phones are those who are more likely 
to purchase iPhones, Galaxys, or other phones. Formally, we calculate, for each 
individual and each phone brand  c , the average conditional probabilities of purchas-
ing phones in each brand category among all her friends as given by equation (8); 
this will be the central variable to control for the composition of different people’s 
friends, which could be correlated with those people’s own phone preferences.

(8)  AllFriendsAvgProbBuyRP L  i,t  
c   =   1 _ |Fr (i) |     ∑ 

j∈Fr (i) 
  

 

   ProbBuyRandomPhoneLos s  j,t  
c   

We also sum up this probability among her friends who randomly lose their phones 
in a given week as given by equation (9); this will be our instrument for the number 
of friends purchasing a phone of a particular brand:

(9)  LossFriendsSumProbBuyRP L  i,t  
c   =   ∑ 

j∈Fr (i) 
  

 

   1   (RandomPhoneLoss)  j,t   

 · ProbBuyRandomPhoneLos s  j,t  
c  . 

We indeed find homophily in the propensities to buy phones of a certain brand. 
The left column of Figure  10 plots, for each phone brand  c , a user’s own  
 ProbBuyUncon d  i,t  

c    on the horizontal axis and our instrument for friend purchases of 
category  c ,  LossFriendsSumProbBuyRP L  i,t  

c   , on the vertical axis. We find that indi-
viduals who themselves are more likely to purchase a certain brand usually have 
friends who are also more likely to buy that brand, although the relationships are not 
always monotonic.

The right column of Figure 10 shows the same relationship as the left column 
but conditions on a number of control variables also included in our regressions, 
the most important of which is  AllFriendsAvgProbBuyRP L  i,t  

c   . Conditional on the 
brand preferences in the overall friend population, the brand preferences of those 
friends who randomly lose their phones in a given week are essentially uncorrelated 
with the brand preferences of person  i , at least to the extent that those preferences 
are captured by observable characteristics such as demographics and current phone 
brand. This finding makes it more plausible that they are also uncorrelated with 
brand preferences based on unobservable characteristics of person  i , an assumption 
that is at the heart of our identification strategy.23

23 As described above, it is possible that the sample of users who post about losing or breaking their phones 
is a selected  subsample of a user’s friends. If this were the case, controlling for the average probability among all 
friends may not accurately capture the distribution from which the  randomly shocked friends are drawn. We address 
these concerns by also controlling for the average value of  ProbBuyRandomPhoneLos s  j,t  

c    among a user’s friends 
who posted about losing or breaking their phones in the 12 months prior to our sample. Our results are unaffected 
by the inclusion of these controls.
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Regression Specification.—To study peer effects at the brand level, we perform 
three instrumental variables regressions, one for each  c″ ∈ C . We fit three first 

Figure 10. Conditional Independence of Brand Instruments

Notes: Figure shows the relationship between a user’s own predicted probability to buy a specific new phone of 
brand category  c ,  ProbBuyUncon d  i,t  

c   , on the horizontal axis and the instrument,  LossFriendsSumProbBuyRP L  i,t  
c   ,  

on the vertical axis. The first row shows this relationship for  c = iPhone , the middle row for  c = Galaxy ,  
and the bottom row for  c = Other . The left column shows the unconditional relationship. The right column 
shows the same relationship but conditions on the controls included in equation (11), with the exception of  
 ProbBuyUncon d  i,t  

c   , the variable plotted on the horizontal axis.
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stages for each regression, i.e., one for each of the three brand categories  c′ ∈ C  
that a friend could have bought:

(10)  FriendsBuyPhon e  i, (t−1,t)   
c′
   =   ∑ 

c∈C
  

 

    δ  c  
c′  LossFriendsSumProbBuyRP L  i,t  

c  

 +   ∑ 
c∈C

  
 

    ϕ  c  
c′  AllFriendsAvgProbBuyRP L  i,t  

c   

 + ω X i,t   +  e i,t  . 

Our three second stages (one for each  c″ ∈ C ) are of the form

(11)  1   (BuysPhone)   i,t  
c″   =   ∑ 

c′∈C
  

 

    β  c′  
c″  ̂   FriendsBuyPhon e  i, (t−1,t)   

c′   

 +   ∑ 
c′∈C

  
 

    Φ  c′  
c″  AllFriendsAvgProbBuyRP L  i,t  

c′   + γ  X i,t   +  ϵ i,t  . 

The indicator variables  1   (BuysPhone)   i,t  
c″   capture whether person  i  purchased a 

phone of brand category  c ″ in week  t . The coefficients of interest are comprised 
by the series of   β  c′  

 c″  , which capture the effects of a friend purchasing a phone in 
category  c′  on an individual purchasing a phone in category  c ″. The central con-
trol variable in both the first and second stages of the regression is the average 
conditional probability of buying a phone of each brand across all of individual  
i ’s friends,  AllFriendsAvgProbBuyRP L  i,t  

c   . The vector   X i,t    includes the controls 
and fixed effects described in Section  IIC as well as controls for the uncondi-
tional probability that user  i  buys a phone of each type  c ∈ C  in week  t , given by  
 ProbBuyUncon d  i,t  

c   , and the average of these propensities among the user’s friends. 
We also estimate a fourth specification with  1   (BuysPhone)  i,t    as the dependent vari-
able, which allows us to examine whether friend purchases of certain brands led to 
more overall user purchases.

Since some of the (positive or negative) spillovers across brands would likely 
materialize only over time, we also study the effects of a friend purchase on the 
cumulative probabilities of phone purchases in different brand categories over the 
subsequent weeks and months. We take an approach similar to that outlined in 
Section IIIA, constructing dependent variables of the form  1   (BuysPhone)   i, (t,t+24)   

c″   . 
We then perform a second set of instrumental variables regressions of the form 
outlined in equation (11), replacing the original dependent variables with these 
 multiperiod cumulative purchase indicators. As discussed in Section IIIA, the coef-
ficient estimates in these  longer-horizon regressions should be interpreted as the 
“total” peer effect caused by a friend purchasing a phone of brand  c  at time  t − 1  or  
t , including the  higher-order peer effects through purchases of common friends that 
were induced by this initial purchase.

Estimates of  Brand-Level Peer Effects.—Table  3 shows results from regres-
sion (11). Columns 1–4 analyze a user’s purchasing behavior in the week after the 
friend’s random phone loss, analogous to the baseline specification in Table 2, while 
columns 5–8 analyze the cumulative purchasing behavior in the 24 weeks following 



520 AMERICAN ECONOMIC JOURNAL: APPLIED ECONOMICS JULY 2022

the friends’ random phone loss. Columns 1 and 5 show the effects on an individu-
al’s probability of purchasing an iPhone, columns 2 and 6 display the effects on an 
individual’s probability of purchasing a Galaxy, while columns 3 and 7 show the 
effects on an individual’s probability of purchasing a phone in the “Other” category. 
Columns 4 and 8 show the effects on the individual’s probability of purchasing any 
new phone.

We find that friend purchases in each of our three brand categories lead a user 
to increase their overall probability of purchasing a new phone (see columns 4 and 
8). In all categories, the  same-brand peer effects are positive and larger than any 
 across-brand peer effects. For instance, a friend purchasing a Samsung Galaxy pri-
marily increases an individual’s own probability of also purchasing a Galaxy—both 
in the period immediately following the friend’s purchase and over longer horizons. 
In terms of magnitude, the  same-category peer effects are largest for devices in the 
“Other” category and are smallest for iPhones. These findings are consistent with a 
substantial part of the observed peer effects being the result of information acquisi-
tion through social learning. In particular, during our sample period, iPhones were 
the most  well-established brand, suggesting a smaller role for information acquir-
ing through peers; on the other hand, social learning would likely have been most 
important for the more obscure phones in the fragmented “Other” category.

In addition to these large and positive  same-brand peer effects, we also find het-
erogeneous  across-brand demand spillovers. Specifically, we find large positive 

Table 3—Peer Effects in Phone Purchasing— Category-Level Analysis

Dependent variable: Buys between  
t and t + 1

Dependent variable: Buys between  
t and t + 24

iPhone Galaxy Other
Any 

phone iPhone Galaxy Other
Any 

phone
(1) (2) (3) (4) (5) (6) (7) (8)

Friends buy iPhone 0.027 −0.002 −0.007 0.018 0.340 −0.006 −0.172 0.162
(0.005) (0.004) (0.004) (0.007) (0.069) (0.022) (0.043) (0.059)

Friends buy Galaxy −0.002 0.047 0.019 0.065 −0.335 0.658 0.521 0.844
(0.009) (0.009) (0.009) (0.016) (0.058) (0.047) (0.058) (0.087)

Friends buy other −0.016 −0.012 0.074 0.046 −0.368 0.043 1.229 0.904
(0.007) (0.007) (0.009) (0.013) (0.051) (0.038) (0.064) (0.079)

Controls + Fixed Effects Y Y Y Y Y Y Y Y

Mean dependent variable 0.38 0.29 0.25 0.93 11.74 6.44 5.79 23.97
Number of observations 329m 329m 329m 329m 329m 329m 329m 329m

Notes: Table shows estimates of regression (11). In columns 1–4, the dependent variables measure purchasing prob-
abilities between weeks  t  and  t + 1 ; in columns 5–8, the dependent variables measure cumulative purchasing proba-
bilities between weeks  t  and  t + 24 . We include interacted fixed effects for individual  i ’s demographics (age bucket  
×  state  ×  gender  ×  education), individual  i ’s device (current phone  ×  current phone age in buckets of 50 days  
 ×  carrier), and for individual  i ’s friends (total friends  ×  number of friends switching phones in the previous 6 
months). We control linearly for the users’ unconditional probabilities of buying a new phone in each category  c  
and for the average conditional and unconditional probabilities of purchasing a phone in each category among the 
users’ friends. We additionally control for individual and friend posting behavior (the number of friends with public 
statuses, the number of friends posting in a given week, the number of friends who post about random phone loss 
in the 12 months prior to our sample, the average conditional probability of buying a phone of each type  c  among 
friends who posted in the prior 12, and a dummy for whether the user herself posted about a random phone loss in 
the given week). Standard errors are clustered at the level of the community (see the discussion in Section IIC and 
online Appendix A.3).
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spillovers from purchases of Samsung Galaxy phones to purchases of phones in the 
“Other” category; these two brand categories share the Android operating system. 
This positive demand spillover is also consistent with an important role played by 
social learning: while most of the learning from a friend’s phone purchase is about 
the precise brand bought by the friend, an individual may also learn about features 
of the Android operating system, making her more likely to buy any type of Android 
phone. There are fewer spillovers in the other direction, and the small negative spill-
over from purchases of phones in the “Other” category to purchases of Samsung 
Galaxy phones is not statistically significant.

On the other hand, demand spillovers tend to be negative across brands that use 
different operating systems. Friend purchases of phones in the Galaxy or “Other” 
categories (which largely use the Android operating system) decrease user pur-
chases of iPhones, which use the competing iOS software. Similarly, friend pur-
chases of iPhones tend to have a negative spillover effect to a user’s demand for 
Galaxy phones and phones in the Other category. It is important to note that these 
demand spillovers across operating systems could have easily been positive. First, 
it could have been that a user who buys a Galaxy causes her friends to desire more 
expensive phones—of any type, including iPhones—through a “keeping up” effect. 
Second, positive  across-brand spillovers could have emerged, even across compet-
ing operating systems, through the salience channel documented in a marketing 
literature that shows how advertising can increase sales of ( nonadvertised) options 
by reminding people of their existence (e.g., Shapiro 2018; Sinkinson and Starc 
2019). Third, positive demand spillovers to other brands using different operating 
systems could have resulted from perception transfers across competing brands (see 
Roehm and Tybout 2006 for related work in the marketing literature). Our finding 
of substantial negative demand spillovers to competing brands using different oper-
ating systems therefore helps researchers understand the implications of peer effects 
on the competitive dynamics between firms and distinguish them from the spillover 
effects of marketing activities.

Summary of  Brand-Level Findings.—There are four key  takeaways from the 
 cross-brand analysis. First, for all three brand categories, there exist large positive 
peer effects for  same-brand purchases. Second, these  same-brand peer effects are 
largest for the  lesser-known but cheaper phones in the “Other” category, and they 
are smallest for the expensive and  well-known iPhones. Third, we generally find 
positive  different-brand demand spillovers for brands sharing an operating system 
and negative  different-brand spillovers for brands on competing operating systems. 
Fourth, positive  different-brand,  same-operating-system spillovers are smaller than 
the positive  same-brand effects. These findings point toward social learning as a 
substantial contributor to the observed peer effects: when a friend purchases a new 
phone, individuals learn about that phone brand and, to a lesser extent, about other 
phones using the same operating system. As a result, demand should increase the 
most for the specific brand purchased by the friend; it should increase somewhat 
less for competing brands that share the same operating system. The importance of 
this social learning is largest for the  least-well-known brands. Some of the incre-
mental  same-brand purchases from peer effects correspond to  newly generated 
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demand, and some correspond to a shifting of demand from other brands on com-
peting operating systems.

Peer Effects at the Model Level.—In online Appendix A.6, we also study 
peer effects at the device model level and explore the presence of  same-brand, 
 different-model peer effects. Specifically, we analyze whether having a friend 
buy an iPhone 6s primarily increases a person’s own probability of also purchas-
ing an iPhone 6s or whether it increases the individual’s probability of purchasing 
an iPhone in general. For this analysis, we cannot use an instrumental variables 
research design as we do in the main body of the paper: while observable character-
istics allow us to predict whether a given individual would purchase an iPhone or a 
Galaxy, it is much harder to predict whether an individual would buy an iPhone 6 or 
an iPhone 6s. We therefore run OLS specifications that regress an individual’s prob-
ability of purchasing a specific phone model on the phone model purchases of her 
friends. While the absolute magnitudes of the estimates should thus be interpreted 
with caution, some interesting patterns emerge about the relative size of effects for 
different phone models. First,  same-model peer effects are more than an order of 
magnitude larger than  different-model peer effects. Second, these  same-model peer 
effects do not vary with the cost of the model, but they are decreasing in the time 
since the model release, providing further evidence for an important social learn-
ing channel behind the peer effects. Third,  same-brand,  different-model peer effects 
are more than twice as large as  different-brand peer effects. The spillovers of peer 
effects to other models of the same brand are largest for Apple, which  co-brands all 
of its devices under the iPhone brand, and smallest for LG, which does not do so.

V. Conclusion

In this paper, we document that new phone purchases by friends have substantial, 
positive, and  long-lasting effects on an individual’s own demand for phones of the 
same brand. Our research design cannot precisely identify the channel behind the 
observed peer effects, but our results are most consistent with an important role of 
social learning in explaining the observed peer effects. While peer effects expand 
the overall market for phones, there can be substantial negative demand spillovers 
to competitor brands on different operating systems as a result of a phone purchase 
by a friend. These negative  across-brand demand spillovers have important impli-
cations for firms: losing a customer to a rival firm does not only mean missing out 
on positive peer effects that this customer could have had but will also lead to future 
losses of other customers through competitive peer effects. These findings empha-
size how a customer’s value to a firm exceeds the direct effect that this customer has 
on the firm’s profits.

An interesting question for future work concerns the generalizability of our 
findings to understanding the decision to adopt products other than cell phones. 
Indeed, we hope that future research will further broaden our understanding of the 
importance of peer effects in product adoption decisions across a wider range of 
product categories (see, for example, related work by Kuchler, Stroebel, and Wong 
2021). In this light, our research emphasizes the increasingly important role of data 
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from online services—such as Facebook, LinkedIn, Twitter, eBay, Mint, Trulia, and 
Zillow—in overcoming important measurement challenges across the social sci-
ences (see, for example, Baker 2018; Giglio et al. 2015; Einav et al. 2015; Piazzesi, 
Schneider, and Stroebel 2019). Specifically, we hope that the increasing availabil-
ity of social network data, such as the Social Connectedness Index described in 
Bailey, Cao, Kuchler, Stroebel, and Wong (2018); Bailey, Farrell et al. (2020); 
Bailey, Gupta et al. (2021); Bailey, Johnston et al. (2020), will help to improve our 
understanding of the effects of social interactions on social, political, financial, and 
economic outcomes.
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