Econometrics I.  Assignment 2, solutions
1.  Since log(S/Y) = log(S/N) – log(Y/N), it must be the case that 

log(S/Y) = 8.7851 + 1.1486log(Y/N) – 1(log(Y/N) etc.  But, that would mean that the coefficients in the first equation would be identical to those in the second equation, save for that on log(Y/N) which should be exactly one less than that in the second equation.  Neither is true.  The results are wrong.

2.  Using the tip suggested in class, assume that all variables already have zero means – they are in deviations from their means.  Then, the transformation is

X* = XPx where Px is a diagonal matrix where the diagonal element is 1/sk.  Regressing y* on X* where each element of y* is divided by sy we can say that y* = yPy where Py is a 1(1 matrix equal to (1/sy).  Then, the new coefficient vector is

b* = (X*(X*)-1X*(y*  =  (Px(X(XPx)-1Px(X(yPy  But, Px( = Px because it’s a diagonal matrix.  We can also pull it out of the inverse, so we get

b*  =  Px-1(X(X)-1Px-1PxX(yPy  =  Px-1bPy  which is the original b vector, but each element is multiplied by sk/sy.  Therefore, X*b* gives XPxPx-1bPy  =  Xb ( (1/sy).  Since y* is also y/sy, the residuals y* - X*b* are equal to the original residuals, divided by sy.  Therefore, the sum of squares is the original sum of squares, divided by sy2.
Certainly you can compute b* from b, if you have the data standard deviations in hand.

3.  If we write the regression of interest as y = Z1(1 + Z2(2 + ( where Z1=(1,k) and Z2=(X1,X2,X3), then to get the full regression it would be necessary to regress y on Z1and Z2.  The first step consisted of regressing y on Z1 and computing residuals, so these residuals are M1y.  The second step consisted of regressing M1y on Z2.  We know that neither of these steps give unbiased estimates of the coefficients desired, (1 in the first step or (2 in the second.  For the first, this is the coefficient in the “short” regression that we discussed in class. E[b1] = (1+(Z1(Z1)-1Z1(Z2(2.  At the second step, the result is

b2 = (Z2(Z2)-1Z2(M1y, which is a hash of data and coefficients.  By multiplying it out, you can show that the expectation is E[b2]=(2-(Z2(Z2)-1Z2(Z1(Z1(Z1)-1Z1(Z2(2.
4.  The sum of squares must rise, since this is a linear restriction on (.  What happens to R2 depends on how it is computed.  Usually, packages use 1-e(e/y(M0y, which must go down, and, in fact, can become negative.

5.  Application of Frisch-Waugh.  a. is the usual multiple regression.  b. is regression of M1 on M1X2.  Same as b2 in a.  c. M1 is idempotent, so c. is the same as b.  d. regression of M1y on X2 does not give the same answer.

6.  Multiply it out. M1M = (I – X1(X1(X1)-1X1()M, but since X(M = 0, all parts are 0 and in particular, X1(M = 0, so M1M = M.

7.  We did this exercise in class to show that LS is LS.
(y-Xc)’(y-Xc) = [y-Xb – X(c-b)]’ [y-Xb – X(c-b)]=[e – X(c-b)]’[e – X(c-b)]

=e’e + (c-b)’X’X(c-b) – (c-b)’X’e – e’X(c-b). The third and fourth terms are zero since X’e=0. That leaves the first two.  The second term is positive because X’X is positive definite.  QED.

8.  Since y1 + y2 + y3 = 1, it follows that y1 + y2 + y3 = i, the column of ones.  Therefore,
b1 + b2 + b3= (X’X)-1X’(y1 + y2 + y3) = (X’X)-1X’i.  But, X’i is the first column of X’X, so (X’X)-1X’i is the first column of an identity matrix.
