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ECONOMETRICS I


Fall  2007 – Tuesday, Thursday, 1:00 – 2:20



Professor William Greene 

Phone: 212.998.0876



Office: KMC   7-88                   
Home page:ww.stern.nyu.edu/~wgreene

Email: wgreene@stern.nyu.edu     

URL for course web page: 

www.stern.nyu.edu/~wgreene/Econometrics/Econometrics.htm
URL for text, data sets, etc.


www.stern.nyu.edu/~wgreene/Text/econometricanalysis.htm

Assignment 3

Least Squares, Constrained Least Squares and Regression Fit
1.  (Regression fit and restriction)  The file

http://www.stern.nyu.edu/~wgreene/Econometrics/NewGas.xls
contains an updated version of the gasoline market data in Table F2.2 in your text (the text contains data for 1960-1995; the new file contains 1953-2004)  (Thanks to Professor Chris Bell, Department of Economics, University of North Carolina, Asheville for updating our data.)  The variables in this data set are:

YEAR = 1953 … 2004

GasExp = index number for gasoline expenditure, 

GasQ = index number for gasoline physical consumption

GasP = index number for gasoline price

GasCPIU = index number for gasoline component for urban clerical worker’s CPI

PCIncome = per capita real income

PNC = price index for new cars

PUC = price index for used cars

PPT = price index for public transportation

PD = Price index for durables component of total consumption

PN = Price index for nondurables component of total consumption

PS = Price indes for services component of total consumption
Pop = population in thousands

Using these 52 observations on the gasoline data used in several examples in class, compute the following:  
a.  Compute the linear regression of GasQ/Pop on a constant, GasP, PCIncome, PN, PD, PS, and YEAR-1952, Report the coefficients, the R2, and the total, regression, and residual sums of squares.

b.   Compute the linear regression of logGasQ/Pop on a constant, logGasP, logPCIncome, logPN, logPD, logPS, and YEAR-1952 (not the log of the trend).  Report the same computations as in a.  Which model fits better?  Explain.
--> regr  ;lhs=gaspc ; rhs=one,gasp,pcincome,pn,pd,ps,t $

+----------------------------------------------------+

| Ordinary    least squares regression               |

| Model was estimated Oct 20, 2005 at 10:14:53AM     |

| LHS=GASPC    Mean                 =   .2809908E-03 |

|              Standard deviation   =   .6027340E-04 |

| WTS=none     Number of observs.   =         52     |

| Model size   Parameters           =          7     |

|              Degrees of freedom   =         45     |

| Residuals    Sum of squares       =   .1585134E-08 |

|              Standard error of e  =   .5935081E-05 |

| Fit          R-squared            =   .9914445     |

|              Adjusted R-squared   =   .9903038     |

| Model test   F[  6,    45] (prob) = 869.13 (.0000) |

| Diagnostic   Log likelihood       =   555.7751     |

|              Restricted(b=0)      =   431.9843     |

|              Chi-sq [  6]  (prob) = 247.58 (.0000) |

| Info criter. LogAmemiya Prd. Crt. =  -23.94297     |

|              Akaike Info. Criter. =  -23.94461     |

| Autocorrel   Durbin-Watson Stat.  =   .6036020     |

|              Rho = cor[e,e(-1)]   =   .6981990     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     .612792D-04    .148568D-04     4.125   .0002

 GASP        -.773710D-06    .159656D-06    -4.846   .0000    51.3429615

 PCINCOME     .125836D-07    .190270D-08     6.614   .0000    16851.4615

 PN           .123509D-05    .546557D-06     2.260   .0287    83.5980769

 PD          -.286823D-06    .184597D-06    -1.554   .1272    78.2692308

 PS          -.150948D-05    .226922D-06    -6.652   .0000    89.7769231

 T            .385279D-05    .641925D-06     6.002   .0000    26.5000000

--> crea;logg=log(gaspc);logp=log(gasp);logy=log(pcincome);

    logpn=log(pn);logpd=log(pd);logps=log(ps)$

--> regr;lhs=logg; rhs=one,logp,logy,logpn,logpd,logps,t $

+----------------------------------------------------+

| Ordinary    least squares regression               |

| Model was estimated Oct 20, 2005 at 10:17:10AM     |

| LHS=LOGG     Mean                 =  -8.203141     |

|              Standard deviation   =   .2384918     |

| WTS=none     Number of observs.   =         52     |

| Model size   Parameters           =          7     |

|              Degrees of freedom   =         45     |

| Residuals    Sum of squares       =   .6388909E-01 |

|              Standard error of e  =   .3767967E-01 |

| Fit          R-squared            =   .9779753     |

|              Adjusted R-squared   =   .9750387     |

| Model test   F[  6,    45] (prob) = 333.03 (.0000) |

| Diagnostic   Log likelihood       =   100.4633     |

|              Restricted(b=0)      =   1.257919     |

|              Chi-sq [  6]  (prob) = 198.41 (.0000) |

| Info criter. LogAmemiya Prd. Crt. =  -6.430975     |

|              Akaike Info. Criter. =  -6.432620     |

| Autocorrel   Durbin-Watson Stat.  =   .5073671     |

|              Rho = cor[e,e(-1)]   =   .7463165     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     -21.1880439     1.28757659   -16.456   .0000

 LOGP           .02003818      .05984066      .335   .7393    3.72930296

 LOGY          1.45509508      .14377442    10.121   .0000    9.67487347

 LOGPN         -.12690758      .24686267     -.514   .6097    4.23689080

 LOGPD          .67228531      .17554965     3.830   .0004    4.23906603

 LOGPS         -.93158017      .24451852    -3.810   .0004    4.17535768

 T              .01546512      .00791018     1.955   .0568    26.5000000

2.  Continuing part 1.  In the loglinear regression in b., a (questionable) microeconomic theory might predict that the three elasticities on nondurables price, logPN, durables price, logPD and services price, logPS, should sum to one.  A certain professor also thinks that the time trend should not be present.  Compute the constrained regression which imposes these restrictions.  Once again, compute the R2 and the components of the analysis of variance.  Compare these results to those in 1.b.

--> regr;lhs=logg; rhs=one,logp,logy,logpn,logpd,logps,t;cls:b(4)+b(5)+b(6)=1,b(7)=0$

+----------------------------------------------------+

| Linearly restricted regression                     |

| Ordinary    least squares regression               |

| Model was estimated Oct 20, 2005 at 10:25:17AM     |

| LHS=LOGG     Mean                 =  -8.203141     |

|              Standard deviation   =   .2384918     |

| WTS=none     Number of observs.   =         52     |

| Model size   Parameters           =          5     |

|              Degrees of freedom   =         47     |

| Residuals    Sum of squares       =   .3188059     |

|              Standard error of e  =   .8235960E-01 |

| Fit          R-squared            =   .8900971     |

|              Adjusted R-squared   =   .8807436     |

| Model test   F[  4,    47] (prob) =  95.16 (.0000) |

| Diagnostic   Log likelihood       =   58.67002     |

|              Restricted(b=0)      =   1.257919     |

|              Chi-sq [  4]  (prob) = 114.82 (.0000) |

| Info criter. LogAmemiya Prd. Crt. =  -4.901513     |

|              Akaike Info. Criter. =  -4.902109     |

| Autocorrel   Durbin-Watson Stat.  =   .2879180     |

|              Rho = cor[e,e(-1)]   =   .8560410     |

| Restrictns.  F[  2,    45] (prob) =  89.77 (.0000) |

| Not using OLS or no constant. Rsqd & F may be < 0. |

| Note, with restrictions imposed,  Rsqd may be < 0. |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     -22.6094156     1.82924873   -12.360   .0000

 LOGP          -.71505087      .05200082   -13.751   .0000    3.72930296

 LOGY          1.31533357      .19617457     6.705   .0000    9.67487347

 LOGPN         2.55926260      .30229199     8.466   .0000    4.23689080

 LOGPD          .22591766      .21640008     1.044   .3021    4.23906603

 LOGPS        -1.78518026      .23674800    -7.540   .0000    4.17535768

 T            .693889D-17   ......(Fixed Parameter).......    26.5000000

3.  Show how to do the constrained least squares regression in part 2 entirely using matrix algebra, not your software's built-in regression procedures.    If you are able to do the computation, Show the matrices and the results. 




b* = b – (X’X)-1R’[R(X’X)-1R’]-1(Rb-q).

Using LIMDEP:

Namelist ; X = One,logp,logy,logpn,logpd,logps,t $
Matrix ; bu=<X’X>*X’logg  ; R = [0,0,0,1,1,1,0 / 0,0,0,0,0,0,1] ; q = [1/0]

            ; C = R*<X’X>*R’ ; m = R*bu – q ; bstar = b - <X’X>*R’ <C> m

(There is a matrix function that shortens this a bit: bstar=bu-<X’X>*R’*Iprd(R,<X’X>,R’)*m 

Using Stata’s new Mata package: (easier than with their earlier versions of matrix algebra)
Define the x and y matrices.

: b=invsym(x’x)*x’y ;

: R=(0,0,0,1,1,1,0\0,0,0,0,0,0,1) ;

: Q=(1\0) ;

: bstar = b – invsym(x’x) * R’ * invsym( R* invsym(x’x) * R’ )  * (R*b-q) ;
: end ;
It can be done with Excel also.

It can also be done with Matlab.

4.  Estimate by least squares a modified version of the regression model of part 1b. which looks as follows:

logGasQ/Pop  =  (1 + (2(logGasP up to 1973, 0 else) + (3(logGasP after 1973, 0 else) 
                  + (4logPCIncome + (5(Year - 1952) + (
Now, use least squares to fit the coefficients of the model

logGasQ/Pop  =  (1 + (2logGasP+ (3(logGasP after 1973, 0 else) + (4logPCIncome + (5(Year - 1952) + (
Report the least squares coefficients for both cases.  Could you have computed the second least squares regression from the first one?  If so, show how, algebraically.  If not, why not?  Describe this "model" in terms of the relationship between price and quantity that it implies.

--> crea;d=year<=1973$

--> crea;Pre73=logp*d ; post73=logp*(1-d)$

--> regr;lhs=logg;rhs=one,pre73,post73,logy,t$

+----------------------------------------------------+

| Ordinary    least squares regression               |

| Model was estimated Oct 20, 2005 at 11:30:29AM     |

| LHS=LOGG     Mean                 =  -8.203141     |

| Residuals    Sum of squares       =   .9886639E-01 |

|              Standard error of e  =   .4586437E-01 |

| Fit          R-squared            =   .9659175     |

|              Adjusted R-squared   =   .9630169     |

| Model test   F[  4,    47] (prob) = 333.00 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     -23.5712250     1.47733884   -15.955   .0000

 PRE73         -.19909259      .05246501    -3.795   .0004    1.20083551

 POST73        -.17988482      .04298855    -4.184   .0001    2.52846745

 LOGY          1.71070313      .15890480    10.766   .0000    9.67487347

 T             -.01844687      .00383014    -4.816   .0000    26.5000000

--> regr;lhs=logg;rhs=one,logp ,post73,logy,t$

+----------------------------------------------------+

| Ordinary    least squares regression               |

| Model was estimated Oct 20, 2005 at 11:30:29AM     |

| LHS=LOGG     Mean                 =  -8.203141     |

| Residuals    Sum of squares       =   .9886639E-01 |

|              Standard error of e  =   .4586437E-01 |

| Fit          R-squared            =   .9659175     |

|              Adjusted R-squared   =   .9630169     |

| Model test   F[  4,    47] (prob) = 333.00 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     -23.5712250     1.47733884   -15.955   .0000

 LOGP          -.19909259      .05246501    -3.795   .0004    3.72930296

 POST73         .01920777      .01217604     1.578   .1214    2.52846745

 LOGY          1.71070313      .15890480    10.766   .0000    9.67487347

 T             -.01844687      .00383014    -4.816   .0000    26.5000000
The regressions are the same except for the transformation of the price coefficients.  The X* matrix in the second regression is of the form XP where all columns of X* save the 2nd are the same, and the second variable in X* is X(2)+X(3).  You’d expect to be able to obtain the second model from the first.  The coefficient on logP is the same, that on Post73 in the second is Post73 – Pre73 in the first.  The coefficient on Post73 in the second model shows the change from before to after while that on Post73 in the first shows the coefficient “after 73.”
5.  (Multicollinearity)  The regression model of interest is

y  =  X1(1 + X2(2 + (
where X1 is K1 variables, including a constant and X2 is K2 variables not including a constant.  It is believed that multicollinearity between the columns of X1 and X2 is adversely affecting the regression.  Consider the following ‘cure.’  We will first regress each variable in X2 on all of the variables in X1.  By construction, the residuals in these regressions, call them Z = (z1,...,zK2), are orthogonal to every variable in X1.  So, instead of regressing y on X1 and X2, we linearly regress y on X1 and Z.  Denote by b = (b1,b2) the least squares coefficients in the original regression, and by c = (c1,c2) the least squares coefficients in the regression of y on X1 and Z.  Show the algebraic relation between b and c.  Is c unbiased? Using the gasoline data used in your earlier exercises, let X2 denote the three macroeconomic price indexes, , Pd, Pn, and Ps, and let X1 denote the other independent variables, constant, GasP, and PCIncome.  Carry out the computations listed above and verify that the algebraic results you obtained do appear in the empirical results.

Z = M1X2.  By construction, X1(Z = 0.  That means that in the regression of y on X1and Z, the moment matrix is block diagonal, with blocks X1’X1 and Z’Z, and it’s inverse is likewise block diagonal.  Regression of y on X1 and Z is the same as separate regressions on the two data sets.  Thc coefficients on Z will be (Z’Z)-1Z’y = (X2’M1X2)-1(X2’M1y) which by Frisch-Waugh is the original LS coefficients in the regression of y on X1 and X2.  So, c2 = b2.  In the regression of y on just X1, we have

c1 = (X1’X1)-1X1’y =  (X1’X1)-1X1’(X1b1 + X2b2 + e) = b1 + (X1’X1)-1X1’X2b2 which is not b2 unless X1’X2 = 0.
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