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Monet in Large and Small

Sale prices of 328 signed Monet paintings
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Fitted Line Plot

In (US$) = 2.825 + 1.725 In (SurfaceArea)
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Log of $price =a + b log surface area + e
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How Much for the Signature?

O The sample also contains 102 unsigned
paintings
Average Sale Price
Signed $3,364,248
Not signed $1,832,712

O Average price of a sighed Monet is almost
twice that of an unsigned one.
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A Multiple Regression

In (US$)

Scatterplot of In (US$) vs In (SurfaceArea)
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Ln Price=a+ b xInArea +d x (0if unsigned, 1 if signed) + e
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Monet Multiple Regression

Regression Analysis: 1ln (USS$) versus 1ln (SurfaceArea), Signed
The regression equation is
In (USS$) = 4.12 + 1.35 1n (SurfaceArea) + 1.26 Signed

Predictor Coef SE Coef T P
Constant 4.1222 0.5585 7.38 0.000
1n (SurfaceArea) 1.3458 0.08151 16.51 0.000
Signed 1.2618 0.1249 10.11 0.000

S = 0.992509 R-Sq = 46.2% R-Sq(adj) = 46.0%

Interpretation:
(1) Elasticity of price with respect to surface area is 1.3458 — very large

(2) The signature multiplies the price of a painting by exp(1.2618) (about
3.5), for any given size.
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A Conspiracy Theory
for Art Sales at
Auction

Sotheby’s and Christies, 1995 to
about 2000 conspired on
commission rates.
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Auction House
Christie's Mew York: Wednesday, May 9, 2001
Christie's Mew York: Wednesday, May 9, 2001
Christie's Mew York: Wednesday, May 9, 2001
Christie's Mew York: Wednesday, May 9, 2001
Phillips, de Pury & Luxembourg Mew York: Manday, May 7, 2001
Christie's Londan: Wednesday, Febroary 7, 2001
sotheby's Londan: Tuesday, February B, 2001
sotheby's London: Monday, February 5, 2001
motheby's London: Monday, February &, 2001
Sotheby's Mew York: Thursday, Movember 9, 2000
Sotheby's Mew York: Thursday, Movember 8, 2000
sotheby's Mew York: Thursday, Movember 9, 2000
sotheby's Mew York: Thursday, Movember 9, 2000
Christia's Mew York: Wednesday, Movember 3, 2000
Christie's Mew York: Wednesday, Movember 3, 2000
Christie's Mew York: Wednesday, November 8, 2000
Christie's Mew York: Wednesday, Movember 3, 2000
Christie's Mew York: Wednesday, Movember 3, 2000
Christie's London: WWednesday, June 28, 2000
Christie's London: Wednesday, June 28, 2000
Sotheby's London: Tuesday, June 27, 2000
Sotheby's London: Tuesday, June 27, 2000
Sotheby's Mew York: Wednesday, May 10, 2000

Crathabu's Blaw Warl Wiladmandaw bd- A0 000



If the Theory is Correct...

Scatterplot of In (US$) vs In (SurfaceArea)

Sold from 1995 to
2000

Sold before 1995
or after 2000

In (SurfaceArea)
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Evidence

The regression ecquation is
In (US§) = 4.03 + 1.35 In (SurfaceiArea) + 1.28 Signed The statistical
+ 0.201 conspiracy evidence seems to
Predictor Coef SE Coef T P . .
Constant 4.0270 0.5585 7.21 0.000 be consistent with
In {SurfaceArea) 1.34756 0.08122 16.59 0.000 the theory.
Signed 1.2777 0.1247 10.25 0.000
conspiracy 0.2009 0.1001 2.01 0.045
$ = 0,989012 R-Sq = 46.7% R-Sq(adj) = 46.3%
Analysis of Variance
Source DF 85 M5 F P
Regression 3 365.44 121.81 124.53 0.000
Residual Error 426 416.69 0.98
Effects on Price Unsigned Signed

Not 1995-2000 exp(0.0000)=1.0000

1995-2000
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exp(1.2777)=3.5884

exp(0.2009) =1.2225 exp(1.2777+0.2009) = 4.3868
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Women appear to assess health satisfaction differently from men.

De=zcriptive Statistics for HLTHSAT
Stratification 1= baszed on FEMALE

FEMALE =
FEMALE =
Full Sample

| Mean S5td. Dew. Cazesz Sun of wt=s Mi=sing
o | F.922699 2.251837 14243 14243 .00 1]
1 | E.R33417 2.329590 13083 13083 .00 1]
| 6.784198 2.293907 27326 27326.00 1]

Lea=t =guares regression ... ... ... ...

LHS=HLTH=AT

Me=an
Standard deviation
Ho. of obserwvation=

Fegres=ion Sum of Sguares = 570 . 655 1 570.65542
Fe=szidual Sum of Sguares = 143214 . 27324 L.24132
Total Sum of Sguares = 143784 . 27325 §.26201
—————————— Standard error of 2 = 2.28939 FHoot MSE 228931
Fit F—=quared = 00397  H-bar sguared CO0aE933
Model test F[ 1., 27Y324] = 108 87633 Prob F : F= .ooonn
________ +__ e — e — e — e —
| Standard Praob . 95% Confidence
HLTHSAT| Coefficient Error = |z | »E% Interval
________ +__ —— —— —— ——
Constant | B. 92270 %%x 01918 J60.87 0000 £.88510 B.96030
FEHALE | —. 28928 %xx 02772 -10.43 0000 —. 34362 —. 23494
________ +__ —_——— —_——— —_——— —_———
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B.78420
2.29391

27326 DegbFresdom

Mean =quare
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Or do they? Not when other things are held constant

Lea=st =guares regression

LHS=HLTHSAT HMHean = B.78420
Standard deviation = 2.29391
—————————— No. of obzerwvations = 27326 DegFresdom Mean =guare
Fegres=ion Sum of Sguares = 10755 & 7 1536 . 51901
Fe=zidual Sum of Sguares = 133029 . 27314 4 A6964
Total Sum of Sguares = 143784 . 27325 L 26201
—————————— Standard error of e = 2. 20673 Hoot MSE 2. 20640
Fit E—=guared = 07480 E-bar sguared 07457
Hodel test F[ 7. 27318] = 215 53041 Prob F :» b= Looonno
| Standard Prab . 95% Confidence
HLTHSAT| Coefficient Error =z |z | »Z* Interwval
Cons=tant 7. 215 Beex .105873 R .19 0000 7. 00846 742330
FEMALE —.nz2z2448 02936 —. 77 4438 —. 08003 03506
AGE —. 0411 8%%x 00138 =29 82 0000 —. 043819 —. 038448
EDIC 077 A0 %xx 00617 12 .54 0000 CO0EE31 08950
HHHIHC | LA 8RN0 %xx 08169 .94 0000 .3241910 . B4511
MARRIED| 07108 035049 2. .03 0428 00230 .13986
HHEIDS 13925 %% .03150 4 47 0000 07751 C20100
9. 70 0000 .38110

WOREKEING

L3170 4% C03de9

L 25297
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Dummy Variable for One Observation

A dummy variable that isolates a single
observation. What does this do?

Define d to be the dummy variable in question.
Z = all other regressors. X =[Z,d]

Multiple regression of y on X. We know that
X'e = 0 where e = the column vector of

residuals. That means d'e = 0, which says that
e. = 0 for that particular residual. The
observation will be predicted perfectly.

Fairly important result. Important to know.
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| have a simple question for you. Yesterday, | was
estimating a regional production function with yearly
dummies. The coefficients of the dummies are usually
Interpreted as a measure of technical change with
respect to the base year (excluded dummy variable).
However, | felt that it could be more interesting to
redefine the dummy variables in such a way that the
coefficient could measure technical change from one
year to the next. You could get the same result by
subtracting two coefficients in the original regression but
you would have to compute the standard error of the
difference if you want to do inference.

Is this a well known procedure?  YES
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Ordinary least =squares regression . ... ... ...

LHS=LWAGE Mean = 6.67635
________ B R E————————..—
| Standard Frob. 95% Confidence
LWAGE| Coefficient Error 7 |z | >Z* Interval
________ ‘-
Constant | 5.53761*** L03107 178.26 .0000 5.47672 5.598449
YEARZ | 09004 *** 02188 4.12 0000 04716 13291
YEARZ | L2215 4%ww 02188 10.13 . 0000 17867 26442
YEARA | L 32091 %% 02188 14.67 0000 L27803 L 36378
YEARS | c41lagrwx 02188 15.80 .0000 . 36840 .45416
YEARG | L 4BaET R 021488 22.35 .0000 44600 53175
YEART | L B7EE TR 02188 26.31  .0000 53270 . 61845
ED| LOBEan**x .00210 31.09 .0000 .0610%9 .06931
________ R ———————————..—
________ +____________________________________________________________________
Constant | 5.53761%** .03107 175.26 .0000 5.47672 5.59849
02 | 09004 *** .02188 4.12 .0000 04716 13231
03| C13150%** 02188 6.01 .0000 08863 17438
04 | D993 **x 02188 4.54 0000 05649 14224
05 | L9037 Hw 02188 4.13 .0000 .04750 13325
06 | L7 7RgRw 02188 3.55 .0004 03472 12047
07 | L0geTO** 02188 3.96 0001 04382 12958
ED| L0B5z0%** .00z1o 31.09 .0000 .06109 06931
________ -
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Example with 4 Periods

The estimated model with time dummies is
y = a +b,*d,+ bs*d; + b,*d, + e (possibly some other variables, not needed now).
Estimated least squares coefficients are
b =a,b,, b, b,
Desired coefficients are
c=a,b, b;—Db, b,—Dbs
The original model isy = Xb + e.
The new model would be y = (XC)(C'b) +e = Qc +e
The transformation of the datais Q = XC. ¢ =Clb
The transformed X'is [1,d,+d;+d,, d;+d,.d]

1 0 0 0] 1000
L0001 00 0100
Cl= , C=

0 -1 1 0 0110

00 -11] |01 11
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A Categorical Variable

1800 |
:
E -
¢ i ! i i
Ordinary lea=t =guares regression ... ... ... ...
LHS=LWAGE Hean = B.67635
Standard dewviation = .46151
—————————— Ho. of observation=s = 4165 DegFresedon Hean =guare
Fegres=ion Sun of Sguares = 122 335 3 40.77838
Fe=sidual Sum of Sguares = 764 5710 416l .18375
Total Sun of Squares = 886 .905 4164 L21299
—————————— Standard error of e = .42866  Foot HSE .42845
Fit F—=quared = .13793  BE-bar =sguared .13731
Hodel test F[ 3. 4161] = 221.92719 Prob F » F= .oooon
| Standard Praob. Q5% Confidence
LVAGE| Coefficient Error = |z | >E= Interval
Cnnstanti . 4517 7%xx .01416 455 .78 0000 642402 6.47951
EDLEVEL| Base = 10
1 | L1517 R 01797 a.44 0000 .11e53 .1884983
2 | BCEChREL 2 .018e65 18.94 0000 .3leed .38975
3 B3l Teex 02377 22.37 .0000 .485049 57826
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Simulation and partial effects baszed on categorical wariable EDLEVEL
Fesult=s computed by =etting all obszervation= to category waluse and
comparing to basze walue.

Sample proportions apply to full sample before @ zettings in command

Category Dummy Sample | Fraction Category

Ba=ze walues 1] 917 L2201y LTHS
1 1498 .359%66 HIGHSCHL
2 1246 29916 COLLEGE
3 Co4 212101 SRAD

Fartial Effectz Analvsis for Linear Eegression Function

Effectz of switches between categories in EDLEV=xm (dummvy wvariables)
Fe=sult=s are computed by average over =ample ob=ervations

LTH= = 2202 HIGHSCHL= 3597 COLLEGE = 2992 SRAD = 1210
df -dEDLEV=mx Fartial Standard

From —3» To Ef fect Error |t]| 95% Confidence Interwval
LTH= HIGH=CHL 15176 01797 a.44 11653 18698
LTHS COLLEGE .36319 01865 18 94 .31664 .38975
LTHS GRAD 53167 02377 22.37 .48509 57826
HIGH=CHL LTHS —.15176 01797 d.44 —.18698 —.11653
HIGH=CHL COLLEGE 20144 01644 12 .26 18923 23365
HIGH=CHL GEAD .a7992 02207 17 .21 . 33665 42318
COLLEGE LTHS —. 35319 01865 18 94 — . 38975 —. 31664
COLLEGE HIGHSCHL —-.20144 01644 12. 26 —. 23365 —. 16923
COLLEGE GRAD .17848 02263 7.89 .13413 22283
SRAD LTH= —.531e7 02377 2237 — . B7826 —. 485049
SRAD HIGH=CHL -—.37992 02207 17 .21 —. 42318 —. 33665

GRAD COLLEGE —.1785485 02263 /.89 —. 22283 —. 13413
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Nonlinear Specification:
Quadratic Effect of Experience

Drdinary lea=t =quares regression ... ... ... ...
LHS=LWAGE Mean = B.67635
Standard deviation = 46151
NHo. of obzervations = 4165 DegFresdom Mean sguare
Fegres=ion Sum of Sguares = 370,955 10 37 .0954¢6
Fe=zidual Sum of Sguares = 515 .950 4154 12421
Total Sum of Sguares = g486 . 905 4164 21299
Standard error of 2 = .35243  BEoot HSE .35196
Fit FE—=quared = 418726 E-bar =gquared 41686
Model test F[ 10, 4154] = 298 . 66153 Frob F » F* .Qoooo
Standard Frob. 95% Confidence
LWAGE Cosfficient Error z |z | »Z= Interval
Constant L.24047xuxx 07170 315 0000 L.10493 5. 38600
ED COGEL 4wk 0261 21 .64 0000 15142 ME1EE
EXF 04045 %% Q0217 18 .61 0000 .03619 04471
EXP=EXP — 0006 Dxxx .4783D-04 =14 24 0000 —.oony? —.QooLg9
WES NINEEEE S 2 Qo109 4 12 000l Q0235 0BRZ
Qi —. 1405 3xxx 01472 -9.54 0000 —. 16939 —. 11167
SOUTH — 0721 0%%x 01249 =577 .0o00an —. 09653 —. 04762
SMSA L1390 % 01207 11.51 .000d 11534 16267
M= BT 3pxen 02063 2.26 0011 12692 10779
FEH — 3092 xxn 02518 =15 .46 0000 —. 43857 —. 33987
THIOH 901G xe 01289 6,99 0000 16488 116472
nnnnn.D-xx or D4xEx =: multiply by 10 to —xx or +==.
*¥% %%, * ==> Significance at 1%, L¥%, 10% level.
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Model Implication: Effect of Experience and
Male vs. Female

Log Wage vs. Experience, Male and Female
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Partial Effect of Experience:
Coefficients do not tell the story

THIOH |

()'LJ.I‘-I'J.

L0901 5%

Part 6: Functional Form

Ordinary least squares regression . ...........
LHS=LWAGE Mean = 6.67635
Standard deviation = .46151
--------- Ho. of observations = 4165 DegFreedom Mean square
Regression Sum of Squares = 378.218 11 34 .38347
Residual Sum of Squares = 508.687 4153 12249
Total Sum of Squares = 886 .905 4164 .21299
————————— Standard error of e = .34998 Root MSE .34948
Fit R-squared = .42645 R-bar squared .42493
Model test F[ 11, 4153)] = 280.71214 Prob F » F= .00000
________ +.__._._._._._______._._._._._.__._._._._._______._._._._._.__._._._._._____.__._._._._._.__._._._._._____.__._
Constant | G 2454 7%=
I Gsestee | — Fducation: 05654
EXP*EXP | —:DDDEE*** >IExpeHence: .04045 - 2#00068*EXD
WES| L0044 9%%x FEM: -.38922
iz | —. 1405 3%%%
SOUTH | — 07 210%%x
SHSA | 13901 %%
M5 | BT 36%xx
FEH | — . 3892 xxx




Effect of Experience =
Positive from 1 to 30, negative after.

.04045 - 2 *0.00068*Exp

FUNCTION Partial Effects of EXP Averaged Over Sample

Partial Effects With Respect To EXP

B ettt

— Average Partial Effect

Confidence Interval
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Specification and Functional Form: Nonlinearity

Population Estimators
Y =B, +B,X+B,X° +B,Z+¢ y=Db +b,x+b,x*+b,z
0, = aE[é)l(X, 2 =B, +2B;X 8x =b, +2b,X
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Log Income Equation

Ordinary least squares regression ............
LHS=LOGY Mean = -1.15746 Estimated Cov[bl,b2]
Standard deviation = .49149
Number of observs. = 27322 1 2
Model size garameter: frecd = 2731; 1 454799005 51285008 -
egrees o reedom = R
Residuals Sum of squares = 5462.03686 2 0.1289-008 | 5.67373-010 | 3
Standard error of e = .44717 2 SAN2A=ANE T2 9140707 f
Fit R-squared = .17237
________ +_____________________________________________________________
Variable| Coefficient Standard Error b/St.Er. P[|Z]|>z] Mean of X
________ +_____________________________________________________________
AGE | .06225%** .00213 29.189 .0000 43.5272
AGESQ| -.00074*** .242482D-04 -30.576 .0000 2022.99
Constant| -3.19130%*** .04567 -69.884 .0000
MARRIED | .32153%** .00703 45.767 .0000 .75869
HHKIDS | -.11134*** .00655 -17.002 .0000 .40272
FEMALE | -.004091 .00552 -.889 .3739 .47881
EDUC| .05542%*x* .00120 46.050 .0000 11.3202
________ +_____________________________________________________________
Average Age = 43.5272. Estimated Partial effect = .066225 - 2(.00074)43.5272 = .00018.

Estimated Variance 4.54799e-6 + 4(43.5272)2(5.87973e-10) + 4(43.5272) (-5.1285e-8)
= 7.4755086e-08. Estimated standard error = .00027341.
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Objective: Impact of Education
on (log) Wage

O Specification: What is the right model to
use to analyze this association?

O Estimation
O Inference
O Analysis
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Application: Is there a relationship between (log) Wage and Education?

Log(Wage) vs. Years of Education
9.004
8.50+
8.00+ : :
i :
W 7.50 . 3 ;
o : : :
< i .
g b4 i " % i !
= 7.00- : ! : ; : N
T oo P
H . : . :
6.50-, :
E
‘ i
¥
6.00+ *
;
5.50+
I | I | I | |
4 8 10 12 14 16 18
ED
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Group (Conditional) Means (Nonparametric)

LogWage LDQ Wage and Mean Lﬂg Wage h‘}" Years of Education
-]
E‘_ L]
] . . 1 . .
_ , . i 1
?— . : i Ry
: —
p—
| ' : 1 .
1s * - - !
1 t i - * H
= * - -
e T T | — | | | ~ ED
4 G g 10 12 14 16 18
«+++ LWAGE — MLWAGE

6-27/41 Part 6: Functional Form



Simple Linear Regression (semiparametric)

LWAGE = 5.8388 + 0.0652*ED

ﬂ.ﬂl}—_
a,sn-f
a.nn-f
:f.sn-f

7.00-

LWAGE

5.00-

BEE R B R

6.50.

=T
6.00:

5.50"

4.50—

ED
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Multiple Regression

Ordinary lea=t =gquares regres=sion ... ... ... ...
LHS=LWAGE Mean = B.B7E3E
Standard deviation = 46151
—————————— NHo. of cobservation= = 4165 DegFresdomn Mean =guare
Fegres=ion Sum of Sguares = 345 7R3 9 J8.41812
Fe=zidual Sum of Sguares = L41 1472 4155 13024
Total Sum of Sguares = a6 . 905 4164 21299
—————————— Standard error of & = 36089 Root MSE 36045
Fit F—=quared = .38985  R-bar =sguared .38853
Model test F[ 9. 4155] = 294 98231 Frob F » F= .gooon
| Standard Prab. 5% Confidence
ILVAGE| Coefficient Error ot |z | »Z* Interval
Constant L. 440250%%% 07208 75483 0000 5.29902 5.G58155
ED 0568 2%xx 00267 21 .25 0000 .051583 06207
EXF| L0104 0%xx C0o0E4 19 327 0000 00935 01145
WES CO0G2Cxxx 00111 4 .71 0000 00306 00743
DIz —. 14067 %xx 01507 -9 87 0000 —-.17819 —.11914
SOUTH — 0702 4%xx 01279 =549 0000 —. 09530 —. 04517
SHSA 13241 %%x 01235 10.72 0000 10820 15663
HS | CJBLEDxxx 02108 4 .0c 0000 04435 12700
FEHM —. 3706 1*xx 02577 =14 .58 0000 —. 42611 —. 325811
THION 09995 %xx 01318 .58 0000 07411 12579
*%% %% # == Significance at 1%, L¥, 10% lewel.
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Interaction Effect
Gender Difference Iin Partial Effects

Ordinary least squares regresslion ... ....
LHE=LWAGE Mean = B.BYB35
mtandard deviation = L46151
—————————— Mo. of ohservations = 4165 DegFreedom Mean sgquare
Regression sum of Sguares = 347 .213 10 34.72132
Residual sum of Sguares = 539.6892 4154 129592
Total sum of Sguares = 586.905 4164 .21299
—————————— mtandard error of e = .36045  Foot MSE . 35997
Fit E-sgquared = .39149 E-har squared .39002
Model test F[ 10, 4154] = 267.24949 Probh F » F= .ooooo
________ +____________________________________________________________________
| Standard Froh 95% Confidence
LWAGE| Coefficient Error = |z | »Z* Interval
________ +____________________________________________________________________
Constant | 0. 4707 oxxx 07256 75.39 .0000 5.32853 0.612985
ED| L05455%%%= 00275 19.81 aooo .04915 .05998
EXFP | L01035%== ooos4 19.29 aoaoo .00530 .01140
WES | LO0525%%* oo111 4,74 aoaoo 00310 00746
QCe | —.14p59%== 01506 -9.73 aoaoo -.17p11 -.11707
SOUTH | - 0717 h*=x= 01278 -5.61 aoaoo -.09p32 -.04p71
SMSA | L1335 1%%x 01234 10.8%2 aoaoo 10932 15770
M3 L0309 %% 02107 J.98 .0001 04263 12520
FEM | -.B79h 1*xx 09456 -7.19 aooo -.86495 -. 49427
LI TOR | .09489p%%x 01325 7017 aoao .0eE99 .12093
ED*FEM | LO0Z2350%%x aovyos J.34 ooosg oo9y1 03729
________ +____________________________________________________________________
®**x, *%,_ ¥ ==3 Silgnificance at 1%, 5%, 10% level.
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Partial Effect of a Year of Education

OE[logWage]/OED=B¢p + Beprey *FEM
Note, the effect Is positive.
Effect is larger for women.

Partial Effects Analysis for Linear Regression Functiaon

Effects on function with respect to ED

Fesults are computed by average over sample chservations

Partial effects for continuous ED computed by differentiatian

Effect 1s computed as derivative = df[.)-d=x

df - dED Partial mtandard

(Delta method) Effect Error |£] 95% Confidence Interval
APE. Function 05723 00267 21.40 .0514949 247
FEM = o0 - -
Average effect .05458 00275 19.81 .04918 05998
FEM = 1.00 - -
Average effect 07808 00690 11.32 064568 09161
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Gender Effect Varies by Years of Education
-0.67961 is misleading

FUNCTION Partial Effects of FEM Averaged Over Sample
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Difference In Differences

With two periods,

AY =Yy Yy = 8 + (XX )B+ u,

Consider a "treatment, D,," that takes place between
time 1 and time 2 for some of the individuals

Ay.= 9, + (AX,)'B+ 5,D. + u.

D. = the "treatment dummy"

This is a linear regression model. If there are no regressors,

8, = Ay | treatment - Ay | control
= "difference in differences" estimator.

5, = Average change in y, for the "treated"
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Difference-in-Differences Model

With two periods and strict exogeneity of D and T,

Y= Bo +B.Dy +B, Ty + B3 T.D; + ¢
D.= dummy variable for a treatment that takes place
between time 1 and time 2 for some of the individuals,
T.= a time period dummy variable, 0 in period 1,
1 in period 2.

This is a linear regression model. If there are no regressors,

Using least squares,
I:)3 = (Vz - V1)D=1 - (Vz - VI)D=O
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Difference In Differences

Yi = Bo+BD;+B,T,+BD, T, +Bx, +¢,,f=1,2
AY,.= B, +BsD,, + A(B'X,) + Ag,
= B, +BsD,, + B'(Ax,) +,
(Ayit |ID = 1) _(Ayit |D = O)
=B, +B'|(Ax, |[D=1)-(Ax, |[D=0) ]
If the same individual is observed in both states,
the second term is zero. If the effect is estimated by
averaging individuals with D = 1 and different individuals

with D=0, then part of the 'effect’ is explained by change
in the covariates, not the treatment.
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SAT Tests

Example 6.8 SAT Scores

Each year, about 1.7 million American high school students take the SAT test. Students
who are not satisfied with their performance have the opportunity to retake the test. Some
students take an SAT prep course, such as Kaplan or Princeton Review, before the second
attempt in the hope that it will help them increase their scores. An econometric investigation
might consider whether these courses are effective in increasing scores. The investigation
might examine a sample of students who take the SAT test twice, with scores y;; and y;4. The
time dummy variable J; takes value I, = 0 “before” and I, = 1 “after.” The treatment dummy
variable is D; = 1 for those students who take the prep course and 0 for those who do not.
The applicable model would be (6-3),

SAT Score;j; = By + B» 2ndTest; + B3 PrepCourse; + & 2ndTest; < PrepCourse; + &i.

The estimate of 3 would, in principle, be the treatment, or prep course effect.

Using least squares,

d, = (Scorez — SCOre: )1 gpreps — (SCOr€2 — SCOre€1 ) regipren—o
Potential x = Income, Parents' Education, GPA
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Abrupt Effect on Regression at a Specific Level of x

Figure 6.6 Regression Discontinuity.
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Figure 6.8
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FIG. 2. —Mean Interest Rate Helative to the Conforming
Limit, Fixed-Rate Mortgages Only (2006). This figure plots
the mean interest rate for fixed rate mortgages originated in
2006 as a function of the loan amount relative to the con-
forming limit. Each dot represents the mean interest rate
within a given $5,000 bin relative to the limit. The dashed
lines are predicted values from a regression fit to the binned
data allowing for changes in the slope and intercept at the
conforming limit. Sample includes all loans in the LPS fixed-
rate sample that fall within $100,000 of the conforming limit.
See text for details on sample construction.
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Regression Discontinuity Design for Mortgage Demand.
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FIG. 3.—Loan Size Distribution Relative to the Conform-
ing Limit. This figure plots the fraction of all loans that are
in any given $5,000 bin relative to the conforming limit.
Data are pooled across years and each loan is centered
at the conforming limit in effect at the date of origina-
tion, so that a value of 0 represents a loan at exactly

the conforming limit. Sample includes all transactions in
the primary DataQuick sample that fall within $400,000
of the conforming limit. See text for details on sample
construction.
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Useful Functional Form: Kinked Regression

Figure 6.4 Piecewise Linear Regression.

|I ncome
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effect. The function we wish to estimate is

Elincome|age] = o + B age  ifage < 18,

a' + Blage  ifage = 18 and age < 22,

o + Brage  ifage = 22.

Let
dy=1 ifage = 1],
d, =1 ifage = 13,

L

where 1§ = 18 and 15 = 22. To combine the three equations, we use

income = By + B, age + y,d, + 6,d, age + y,d, + 6,d, age + e.

This produces the dashed function Figure 6.4. The slopes in the three segments are
Br. B, + 81, and B, + 8; + §,. To make the function continuous, we require that the

segments join at the thresholds—that is,

B+ Bati = (B + 1) + (B + 8111 and
(By 7)) T (By T 86 = (B + 7y + 7)) + (B + 6 + &)1

These are linear restrictions on the coefficients. The first one is
Y+ 0 = 0 or Y1 = —o6if1.
Doing likewise for the second, we obtain

income = Py + B, age + 8,d, (age — t}) + 6,d, (age — 13) + &.

Constrained least squares estimates are obtainable by multiple regression, using a

constant and the variables
X, = age,

x, = age — 18 1fage = 18 and 0 othewise,
x3 = age — 22 ifage = 22 and 0 othewise.
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Kinked Regression and Policy Analysis: Unemployment Insurance

Example 6.12  Policy Analysis Using Kinked Regressions

Discontinuities such as those in Figure 6.4 can be used to help identify policy effects. Card,
Lee, Pei, and Weber (2012) examined the impact of unemployment insurance (Ul) on the
duration of joblessness in Austria using a regression kink design. The policy lever, Ul, has a
sharply defined benefit schedule level tied to base year earnings that can be traced through
to its impact on the duration of unemployment. Figure 6.5 [from Card et al. (2012, p. 48]]
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Average Daily Ul Benefit

Figure 6.5

Regression Kink Design.
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