Econometrics I, Spring, 2000

Midterm I

Please answer all questions.  Point values are given in square brackets with each question.

[10]  1.  Explain carefully the difference between an estimator that is unbiased and one that is consistent.  Are all unbiased estimators consistent?  Are all consistent estimators unbiased?  Again, explain.


An unbiased estimator is one that has expectation that is equal to the parameter being estimated.  Unbiasedness relates only to expected value, and has nothing to do with variance or precision.  A consistent estimator is one that converges in probability to the parameter being estimated.  Consistency relates to the behavior of the estimator as the sample size increases. Sufficient conditions for consistency are that the expectation of the estimator converge to the parameter as n increases and that the variance of the estimator converge to zero.  An unbiased estimator can be inconsistent, if its variance does not go to zero.  An unbiased estimator may be consistent.  The sample mean is an example.  A consistent estimator might be unbiased, for example, the sample mean, or it might be biased, for example, the sample mean plus 1/n.

[10]  2.  What is the Frisch-Waugh theorem?  Explain the result in the context of the multiple regression model.


The Frisch-Waugh theorem describes how to compute the subvectors of a least squares coefficient vector in a multiple regression.  In particular, one will get the same numerical answer for the coefficients in a multiple regression if (1) they fit the multiple regression with all variables included or (2) if each variable or set of variables, in turn, is regressed on the remaining variables and the residuals are computed, the dependent variable is likewise transformed, then residuals are regressed on residuals.  In the Frisch-Waugh application, they found that detrending produced the same results as the original regression if the time trend and the constant term were contained in the multiple regression.

[10]  3.   Consider the following experiment:  We have n=500 observations on three variables, y, x1, and x2.  The variables, as can be seen in the results below, have means equal to zero so any regressions are fit without a constant term, as the constant term would be zero anyway.  We compute the following regressions:

(1)  Regression of y on x1 and x2.

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = Y        Mean=  0.00            , S.D.=   1.735210951     |

| Model size: Observations =     500, Parameters =   2, Deg.Fr.=    498 |

| Residuals:  Sum of squares= 504.6812512    , Std.Dev.=        1.00669 |

| Fit:        R-squared=  .664098, Adjusted R-squared =          .66342 |

| Model test: F[  1,    498] =  984.58,    Prob value =          .00000 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 X1           .9545152414   .043413614       21.987   .0000    0.00       

 X2           .9972568684   .044618141       22.351   .0000    0.00        

(2)  x1 is regressed on x2 and the residuals are computed.  This is variable x1s.

       x2 is regressed on x1 and the residuals are computed.  This is variable x2s

       Finally, y is regressed on x1s and x2s.  The results of the second regression are given below.
+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = Y        Mean=  0.00            , S.D.=   1.735210951     |

| Model size: Observations =     500, Parameters =   2, Deg.Fr.=    498 |

| Residuals:  Sum of squares= 504.6812512    , Std.Dev.=        1.00669 |

| Fit:        R-squared=  .664098, Adjusted R-squared =          .66342 |

| Model test: F[  1,    498] =  984.58,    Prob value =          .00000 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 X1S          .9560998253   .043413672      22.023   .0000    0.00       

 X2S          .9988589528   .044618200      22.387   .0000    0.00       
Notice that the least squares regression coefficients in the second regression are different from those in the first.  (This is a real difference - not rounding error.)  However,  the R2 and the sum of squared residuals in the two regressions are identical.  This should suggest to you what is going on here.  Can you given an explanation, in terms of other results we have discussed in class?  (Hint:  this question is not an application of Frisch-Waugh.)


This was the most difficult question on the test.  In the first regression, we are regressing y on x1 and x2.  In the second, we first compute x1s by regressing x1 on x2 and computing the residuals.  So, x1s = x1 - c1*x2 where c1 is the coefficient in that regression, c1 = x1'x2/x2'x2.  The other variable, x2s is computed the same way, x2s = x2 - c2*x1 where c2 = x1'x2/x1'x1.  So, in the second regression, we are regressing y on a linear combination of the variables in the first regression.  In the notation of our results in class, the first regression is of y on X where X is a 2 column matrix, [x1,x2].  In the second regression, we are regressing y on XC where C is a 2(2 matrix, C = 
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.  We know from our class results that when we use a linear transformation of the regressors, the R2 and sum of squared residuals will be identical, but the regression coefficient vector will be C-1 times the original one.

4.    The regression results given below are based on a data set used in a well known study of labor supply of married women.  The dependent variable is number of hours of work in the labor market in a survey year.  The independent variables are WA=wife's age, WE=wife's education (years of school), KL6 = number of children less than 6 in the household, HW = husband's wage rate.

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   1333.066667    , S.D.=   827.8706386     |

| Model size: Observations =     150, Parameters =   5, Deg.Fr.=    145 |

| Residuals:  Sum of squares= 96999616.91    , Std.Dev.=      817.90151 |

| Fit:        R-squared=  .050142, Adjusted R-squared =          .02394 |

| Model test: F[  4,    145] =    1.91,    Prob value =          .11126 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     1128.797382       563.20547    2.004   .0469

 WA           3.572194504       8.8816910     .402   .6881     42.786667

 WE           16.16853630       32.946637     .491   .6243     12.640000

 KL6         -382.4001782       168.57726   -2.268   .0248     .17333333

 HW          -12.36200594       21.414083    -.577   .5646     7.0102387

 Matrix Cov.Mat. has  5 rows and  5 columns.

        1             2             3             4             5

 +----------------------------------------------------------------------

1|  .3172004D+06 -3486.1274    -.1252500D+05 -.2547236D+05  -121.1957

2| -3486.1274       78.8844        7.3472      647.4375      -13.4326

3| -.1252500D+05     7.3472     1085.4809     -608.8334     -200.3219

4| -.2547236D+05   647.4375     -608.8334     .2841829D+05    77.0989

5|  -121.1957      -13.4326     -200.3219       77.0989      458.5630

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   1333.066667    , S.D.=   827.8706386     |

| Model size: Observations =     150, Parameters =   3, Deg.Fr.=    147 |

| Residuals:  Sum of squares= 97262475.03    , Std.Dev.=      813.41840 |

| Fit:        R-squared=  .047568, Adjusted R-squared =          .03461 |

| Model test: F[  2,    147] =    3.67,    Prob value =          .02782 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     1464.762583       160.13317    9.147   .0000

 KL6         -401.9506589       149.81217   -2.683   .0081     .17333333

 HW          -8.847697115       20.375362    -.434   .6648     7.0102387

Matrix Cov.Mat. has  3 rows and  3 columns.

        1             2             3

 +------------------------------------------

1|  .2564263D+05 -4337.8222    -2921.4051

2| -4337.8222     .2244369D+05    63.8471

3| -2921.4051       63.8471      415.1554

[10]  a.  Test the hypothesis that the husband's wage is not a significant determinant of the wife's hours worked.  Carefully state the hypothesis and show explicitly how you carry out the test.


The hypothesis would be that the coefficient on HW is zero.  The test statistic would be t(HW) = |(b(hw) - 0)|/standard error.  This would have a t distribution with (150-5) degrees of freedom under the assumption of normally distributed disturbance.  The sample value of the statistic is -.577.  The critical value for 95% significance, from the table of the t distribution is 1.96.  (145 is almost infinity, so this is the value from the standard normal.)  Since .577 is less than 1.96, the hypothesis that the coefficient is zero is not rejected.

[10]  b.  Test the joint hypothesis that that the WA and WE variables are together significant determinants of hours worked.  (This is not a test of each effect separately.)  Again, show and explain your computations.


This is two restrictions, b(WA) and b(WE) equal zero.  There are several ways to carry out this test.   Since both the unrestricted and restricted regressions are given, we can use the F test.  The test can be based on the R2s for the two regressions.  The statistic is

F[2,145] = [(.050142 - .047568)/2]/[(1 - . 050142)/(150 - 5)] = 0.1964.

The critical value from the F[2,145] table is slightly less than 3.00. The .1964 is far less than 3.00, so the hypothesis that both coefficients are zero is not rejected.
[10]  c.  A researcher suggests that it is not the number of kids less than 6 that effects labor supply so much as the presence of any kids less than 6.  In an attempt to find out, they compute the two variables


K6 = 1 if there are any children under 6 in the household, 0 if not.


MOREKIDS = the number of children less than 6 in excess of 1.  Thus, if there are 1 or 0



kids less than 6, then MOREKIDS=0, if 2 or more, MOREKIDS = KL6-1.

The results of regression of hours of work on a constant, K6, MOREKIDS, WA, WE, and HW are shown below.  Your reaction?  Do the regression results support the theory?

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   1333.066667    , S.D.=   827.8706386     |

| Model size: Observations =     150, Parameters =   6, Deg.Fr.=    144 |

| Residuals:  Sum of squares= 95926656.49    , Std.Dev.=      816.18462 |

| Fit:        R-squared=  .060649, Adjusted R-squared =          .02803 |

| Model test: F[  5,    144] =    1.86,    Prob value =          .10505 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     1055.575060       564.97685    1.868   .0637

 K6          -188.2340788       227.38908    -.828   .4092     .14666667

 MOREKIDS    -915.7912006       452.69997   -2.023   .0449  .26666667E-01

 WA           5.286496276       8.9653893     .590   .5563     42.786667

 WE           16.13618762       32.877488     .491   .6243     12.640000

 HW          -14.35508828       21.426761    -.670   .5040     7.0102387


The results definitely do not support the theory.  In fact, based on the results above, one would conclude exactly the opposite.  The dummy variable, K6 = kids in the home, is not significant, while the coefficient on the number of kids more than one kid is extremely large -915 hours, and statistically significant as well.

[10]  d.  A different researcher, who knows more about this market, hypothesizes that the labor market behavior of women with children less than 6 is completely different from that of women without children under 6.  How would you use the data used above to test this hypothesis?  The regression results are given below.  Test the hypothesis.  Show and carefully explain your computations.

(Pooled data - all 150 observations)

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   1333.066667    , S.D.=   827.8706386     |

| Model size: Observations =     150, Parameters =   4, Deg.Fr.=    146 |

| Residuals:  Sum of squares= 100441849.5    , Std.Dev.=      829.43226 |

| Fit:        R-squared=  .016434, Adjusted R-squared =         -.00378 |

| Model test: F[  3,    146] =     .81,    Prob value =          .48852 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     786.0381147       550.20642    1.429   .1552

 WA           12.28419570       8.1212879    1.513   .1325     42.786667

 WE           7.975996122       33.209770     .240   .8105     12.640000

 HW          -11.32455390       21.711025    -.522   .6027     7.0102387

(Subsample, no children under 6 in the household)

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   1391.781250    , S.D.=   820.0404440     |

| Model size: Observations =     128, Parameters =   4, Deg.Fr.=    124 |

| Residuals:  Sum of squares= 84987167.39    , Std.Dev.=      827.87703 |

| Fit:        R-squared=  .004872, Adjusted R-squared =         -.01920 |

| Model test: F[  3,    124] =     .20,    Prob value =          .89460 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     935.3055388       597.73364    1.565   .1202

 WA           4.731815774       9.2596309     .511   .6102     44.375000

 WE           20.59718319       35.404514     .582   .5618     12.531250

 HW          -1.656453250       23.584802    -.070   .9441     7.0071797

(Subsample, at least one child under 6 in the household)

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WHRS     Mean=   991.4545455    , S.D.=   807.9436996     |

| Model size: Observations =      22, Parameters =   4, Deg.Fr.=     18 |

| Residuals:  Sum of squares= 12584243.26    , Std.Dev.=      836.13673 |

| Fit:        R-squared=  .081994, Adjusted R-squared =         -.07101 |

| Model test: F[  3,     18] =     .54,    Prob value =          .66361 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     159.9644530       2457.1305     .065   .9488

 WA           34.74437298       52.436164     .663   .5160     33.545455

 WE           9.339148528       112.04441     .083   .9345     13.272727

 HW          -65.16495360       64.958960   -1.003   .3291     7.0280364


This is an application of the Chow test.  The three sets of regressions are given, so we have the sums of squares we need.

F[4, 150-8] = [100441849.5 - (84987167.39 + 12584243.26)]/4       717609.7775

                 ----------------------------------------------  =   ------------ = 1.044


      (84987167.39 + 12584243.26) / (150 - 4 - 4)        687122.6102

The critical value of F[4,142] is about 2.37.  1.044  is much less than this, so the hypothesis that the two groups have the same regression function is not rejected.

5.  Using the same data used in part 4, we now regress the wife's wage rate, WW on a constant and the education variable, WE, then on a constant, WE and WE squared.  The results appear below:

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WW       Mean=   3.792050000    , S.D.=   2.342414629     |

| Model size: Observations =     150, Parameters =   2, Deg.Fr.=    148 |

| Residuals:  Sum of squares= 705.4433955    , Std.Dev.=        2.18323 |

| Fit:        R-squared=  .137124, Adjusted R-squared =          .13129 |

| Model test: F[  1,    148] =   23.52,    Prob value =          .00000 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant    -1.338070889       1.0727403   -1.247   .2142

 WE           .4058639944   .83688738E-01    4.850   .0000     12.640000

+-----------------------------------------------------------------------+

| Ordinary    least squares regression    Weighting variable = none     |

| Dep. var. = WW       Mean=   3.792050000    , S.D.=   2.342414629     |

| Model size: Observations =     150, Parameters =   3, Deg.Fr.=    147 |

| Residuals:  Sum of squares= 687.9037819    , Std.Dev.=        2.16324 |

| Fit:        R-squared=  .158578, Adjusted R-squared =          .14713 |

| Model test: F[  2,    147] =   13.85,    Prob value =          .00000 |

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |t-ratio |P[|T|>t] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     6.656714367       4.2641432    1.561   .1207

 WE          -.8577471274       .65793890   -1.304   .1944     12.640000

 WE2       .4855103864E-01  .25078046E-01    1.936   .0548     164.30667

Matrix Cov.Mat. has  3 rows and  3 columns.

        1             2             3

 +------------------------------------------

1|    18.1829       -2.7822         .1036

2|    -2.7822         .4329        -.0164

3|      .1036        -.0164         .0006

[10]  a.  Based on the first regression, WW obviously varies positively (in the same direction) as education, WE.  That is, more education, higher wage.  But, the coefficient on WE in the second regression is negative.  Isn't this a contradiction?  Explain.


It's not a contradiction.  One view is that the first gives you a gross regression coefficient, while the second is a partial regression coefficient.  We know that after accounting for the presence of WE2 in the regression, there is nothing to prevent the coefficient on WE from being negative.  Also, since WE2 is the square of WE, we cannot tell directly just by looking at the coefficients that the effect that appeared to be negative in the first regression has now become positive.  The effect of education on the wage is b(we) + 2b(we2)(WE, since this is a quadratic, not a linear function.

[10]  b.  How would you use these regression results to estimate the effect of an additional year of education for a person with 12 years of education (a high school graduate) on the wage rate?  (Hint:  Even though education is a discrete value (9, 10, 11, 12, ...), you may do this computation using a derivative, as if education were a continuous variable.  How would you form a confidence interval for this estimate?


Referring to the previous answer, the effect is

dWW/dWE = b(we) + 2b(WE2)(we.  If WE = 12, this effect would be 

-.8577471274 + 2(12).04855103864  =  0.31, or about 31 cents per hour.

To form a confidence interval for b(we) + 24b(WE2), we need a standard error.  This would be the square root of  .4329+2(24)(-.0164)+242.0006, which comes out negative.  (I apologize.) The problem is not reporting enough digits.  The full covariance matrix is



1

2

3

1
18.1829
-2.78224
 0.103561

2
-2.78224
 0.432884
-0.0163683

3
 0.103561
-0.0163683
 0.000628908

Using this matrix, the variance comes out to 0.0095.  The square root is .0974.  So, a confidence interval would be 

.31 +/- 1.96*.0975.

[10]  c.  Explain the relationship between the R2 and the adjusted R2 in these sets of results.


The adjusted R-squared is intended to penalize the fit of the regression for the loss of degrees of freedom when additional variables are added to the model.  The exact computation is


Adj-R2  =  1 - [(n-1)/(n-K)]R2.
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