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Midterm

1.  In the classical regression model, 


yi  =  xi1((1  + xi2((2 +  (i, i = 1,…,n, E[εi|X] = 0, Var[εi|X]=σ2;
X1 is K1 variables and X2 is K2 variables.   There are two possible estimators of β1, the first K1 coefficients in the “long regression” of y on X1 and X2 and the K1 coefficients in the short regression of y on X1.  Let X = [X1,X2].  We will assume that plim[(1/n)X(X] = Q, a positive definite matrix.
a. [5 points] Assume that plim[(1/n)X1(X2] ≠0. Is either estimator unbiased?  Is either estimator consistent?

The long regression estimator is unbiased and consistent in all cases.  We showed  unbiasedness early on – it doesn’t depend on X1(X2.  We need plim(1/n)X(( = 0 for consistency, and we have plim[(1/n)X(X] = Q in the problem.

The short regression is biased and inconsistent.  We showed in class, when you leave variables out of a regression, the estimator is
b1 = (1 + (X1’X1)-1X1’X2 + (X1’X1)X1’(
As long as X1(X2 is not zero, the short estimator is biased.  As for consistency, even though plim(1/n)X(( would imply plim(1/n)X1(( = 0, the middle term is (divide then multiply by n) is not going to go away.  The second term doesn’t go to zero, so the short regression estimator is inconsistent.
b. [5 points] Assume that plim[(1/n)X1(X2] = 0. Is either estimator unbiased?  Is either estimator consistent?


Using the results above, the long regression estimator is still unbiased and consistent.


The short regression is still biased.  We didn’t assume that X1(X2 = 0.  But the bias goes away as X1’X2 goes to zero, so it is consistent.  

c. [5 points] Explain the difference between consistency and unbiasedness.  Does either imply the other?  Explain.

Done in detail in class and on the practice exam.
d. [5 points] Suppose the assumption in a. is correct.  The estimator we will use is the following:  We will compute the long regression.  F is the conventional F statistic for testing the null hypothesis that β2 is zero.  If F > 2, we will use the long estimator.  If F < 2, we will use the short estimator.  Is the estimator consistent?  Unbiased?  (Hint, you can think this one through to an answer without deriving a probability limit.)

The estimator is a mixture of an consistent estimator and an inconsistent estimator. There is some probability you will choose the inconsistent estimator, so it is inconsistent.  It is biased by the same logic. You have a certain probability of choosing a biased and inconsistent estimator and one minus that probability of choosing an unbiased and consistent estimator.  So, that means that the estimator is biased and inconsistent.
2.  The regressions for this problem are based on a sample of 27,326 observations, a survey of health care system usage taken in Germany over 7 years in the 1990s.  The four regressions below are income equations based on the model

Income = β1 + β2Educ + β3Educ2 + β4Married + β5Female + β6Hhkids + ε
Educ is measured by years of schooling.  Married and Hhkids are dummy variables for marital status and whether there are kids in the household, and Female = 1 for women, 0 for men.  In the first regression, the dummy variable FEMALE is included; in the second, it is omitted.  The third regression is the same as the second, for women only; the fourth is the same as the second, but for men only.
a. [5 points]  How would you test the hypothesis that all coefficients in the first model except the constant term are equal to zero?  Carry out the test.

F test.  F = (.1085580)/5/[(1-.1085580)/(27326 – 6)]  =  665.395

The critical value for 5 and 27320 degrees of freedom is 2.21, so the hypothesis that all the coefficients save for the constant term are zero is rejected.
b. [5 points] The coefficient on FEMALE in the first regression is a measure of the difference between men and women with everything else held constant.  The underlying null hypothesis is that the income determination mechanism is the same for men and women.  The alternative hypothesis is that the income determinations are the same, except there is a constant difference between men and women.  Carry out a test of the null hypothesis against the alternative in the context of the first regression.  Now, use the results from both the first and the second regressions to carry out the same test.  Show how the test statistic is computed.


t test on the coefficient on FEMALE.  The t statistic is 2.978 = (bF – 0)/std.error.

The critical value for 95% significance would be 1.96, so the hypothesis that the coefficient is zero is rejected.
c. [10 points] In these equations, the effect of education on income is quadratic.  The marginal effect of an additional year of education on income in the model is
(  =  (E[lIncome/(Education] = (2 + 2(3 ( Educ.  

We would like to estimate the value of this function for someone who has 12 years of education.  Using the results given for the first regression, compute a confidence interval for this value.  

This is exactly the example done in class.


Estimate is b2 + 12*2*b3  =  .044248  + 12(2)(-.00085563) = .023713

Variance is V22 + 122*22V33 + 2(12)*2V23



This is  10-5 (1.52964 + 122*22.00215118 + 2(12)(2)(-.0569914)) 
= 10-5 (.0331347)





= 000000331347

The square root is .000575608

Interval is  .03398044  +/- 1.96 * 000575608 or  .03398044 +/- .0011282.

d. [10 points] The second, third and fourth regressions report the least squares regression results for the model without the FEMALE dummy variable for the pooled sample, the subsample of women and the subsample of men.  Using these results, test the hypothesis that the same model applies to both men and women against the alternative hypothesis that the models are different.  Show all your calculations for this test.

Use a Chow test.  Sums of squares and sample sizes are

Pooled:  
762.5888    
N=27326


Male: 

384.3125     
N=14243

Female: 
372.6560     
N=13083

The test statistic is F(6,27326 – 5 – 5) = 



(762.5888 – 384.3125 – 372.6560)/5 / 




[(384.3125 + 372.6560)/(27326 – 5 – 5)]  =  40.429


The critical F would be 2.31 (5 and huge degrees of freedom).  So, the


hypothesis that the regressions are the same is rejected.

3.  [20 points] The quadratic specification of the model implies (given the results) that the relationship between income and education is hill shaped.  The top of the hill appears where ∂Income/∂Educ = 0.  Based on the function in part c above, we find that this peak education level occurs where



δ  =  (2 + 2(3 ( Educ* = 0, or  Educ*  =  -(1/2)β2/β3.

How would you estimate this value of Educ* based on your results for the first regression?  How would you form a confidence interval for this estimator?  I suspect that the actual value of Educ* is 20.  How would you test the hypothesis that Educ* = 20 against the alternative that it is greater than 20?  (Show all the computations, even if you do not carry them out in full.)
Estimate with with -1/2 * b2/b3  =  -.5 * .044248 / (-.00085563) = 25.86

Variance with delta method.  G2 = -1/2 /b3  = 58.4365





   G3 = ½ b2/b32   = 30219.8

Now, use the delta method.  The variance estimator is


Variance is G22 V22 + G32 V33 + 2(G2)(G3)V23


This is  10-5 (58.43652 (1.52964) + 30219.82 (.00215118) 




+ 2(58.4365)(30219.8)(-.0569914)) = 10-5 (196259846.1)=1962.5985


The square root is 44.30


The confidence interval, therefore is 25.86 +/- 1.96 ( 44.30


This is extrenely wide.  This often happens with very nonlinear functions


like this one.  For testing that the value is greater than 20, the t ratio is


(24.86 – 20)/44.30 = 0.109.  I cannot reject the hypothesis that E*=20 in favor of the


alternative that E* > 20 based on a t statistic this low.
4.  Suppose the conditional distribution of y|x is Poisson

f(y|x)  =  exp(-λy) yλ / y!

where λ = α + βx.  We are interested in estimating α and β.  The Poisson distribution has the property that the mean equals the variance, and both equal λ.  I propose the following two estimators of α and β:



(1)  Linear regression of y on (1,x)



(2)  Linear regression of 
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(yy)

-

 on (1,x).

a. [10 points] Is the first estimator unbiased?  Consistent?  Justify your answer.


Yes.  It’s a linear regression model.


The model is a linear regression model.  It may look a little weird, but the crucial assumption is E[y|x] = ( + (x.  Unbiasedness and consistency don’t relate the the variance.  All our usual results can be used here.  This is just one way a linear model can arise.

b. [5 points] Is the second estimator unbiased?  Consistent?  Justify your answer.


Maybe.  To be discussed in class.  This one is hard.  Since the conditional variance of y is ( + (x also, one might think you can use the expected squared deviation to form the regression.  The trouble with the proposal is that your left hand variable is the unconditional variance, based on y-bar, not E[y|x].  So, perhaps not. We’ll discuss it in class. In terms of grading, however, any clear thought about what might be the right answer is worth 5 points.
5.  [15 points]  In a recent (real) election case in Pennsylvania, it was alleged that the absentee ballots in a certain state senators race had been tampered with.  Orley Ashenfelter (the same Orley Ashenfelter who studied twins in Twinsburg with Alan Krueger) was asked to analyze the data to help the judge decide what to do with the election results.  On the basis of a regression of 21 previous elections absentee ballots totals on the corresponding machine ballot totals, Ashenfelter formed a prediction interval for this absentee ballot total and determined that it looked like an outlier (statistically outside the expected range).  Detail precisely the computations done for this analysis.  Identify all the terms.  Is this an ex-ante or an ex-post prediction?

This is just a confidence interval for a prediction.  He has 22 observations.  He takes 21 of them and fits the regression model.  He then uses the 22nd observation on the machine ballot total to predict the absentee ballot.  The calculation would be

a^  =  b1  +  b2*ballot total22
The forecast interval would be a^22  +/-  s ( [1 + 1/21 + (ballot22 – ballot-bar)2/Vballot2]1/2
(where Vballot is the sum of squared deviations for the 21 observations) exactly as we did it in c+lass.  Then, he asked if the actual absentee ballot was outside the forecast interval.  It was, by far.
First Regression, Pooled
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=INCOME   Mean                 =   .3520836     |

|              Standard deviation   =   .1769083     |

|              Degrees of freedom   =      27320     |

| Residuals    Sum of squares       =   762.3413     |

|              Standard error of e  =   .1670453     |

| Fit          R-squared            =   .1085580     |

|              Adjusted R-squared   =   .1083949     |

| Model test   F[  5, 27320] (prob) = 665.40 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      -.09502233      .02521330    -3.769   .0002

 EDUC           .04424800      .00391106    11.314   .0000    11.3206310

 EDUC2         -.00085563      .00014667    -5.834   .0000    133.561580

 MARRIED        .08509255      .00247111    34.435   .0000     .75861817

 FEMALE         .00618235      .00207600     2.978   .0029     .47877479

 HHKIDS        -.01748786      .00214964    -8.135   .0000     .40273000
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Second Regression, Pooled
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=INCOME   Mean                 =   .3520836     |

|              Standard deviation   =   .1769083     |

|              Degrees of freedom   =      27321     |

| Residuals    Sum of squares       =   762.5888     |

|              Standard error of e  =   .1670694     |

| Fit          R-squared            =   .1082687     |

|              Adjusted R-squared   =   .1081381     |

| Model test   F[  4, 27321] (prob) = 829.29 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      -.07980746      .02469379    -3.232   .0012

 EDUC           .04251933      .00386830    10.992   .0000    11.3206310

 EDUC2         -.00079952      .00014547    -5.496   .0000    133.561580

 MARRIED        .08486639      .00247030    34.355   .0000     .75861817

 HHKIDS        -.01750636      .00214994    -8.143   .0000     .40273000

Matrix Cov.Mat. has  5 rows and  5 columns.

        1             2             3             4             5

 +----------------------------------------------------------------------

1|      .00061   -.9475467D-04  .3502357D-05 -.6066959D-05  .1844652D-05

2| -.9475467D-04  .1496377D-04 -.5591384D-06  .2409063D-06 -.3676223D-06

3|  .3502357D-05 -.5591384D-06  .2116292D-07 -.5147006D-08  .1190389D-07

4| -.6066959D-05  .2409063D-06 -.5147006D-08  .6102399D-05 -.1495295D-05

5|  .1844652D-05 -.3676223D-06  .1190389D-07 -.1495295D-05  .4622253D-05

Third Regression, Female Only
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=HHNINC   Mean                 =   .3444951     |

|              Standard deviation   =   .1801790     |

| Model size   Parameters           =          5     |

|              Degrees of freedom   =      13078     |

| Residuals    Sum of squares       =   372.6560     |

|              Standard error of e  =   .1688043     |

| Fit          R-squared            =   .1225431     |

|              Adjusted R-squared   =   .1222747     |

| Model test   F[  4, 13078] (prob) = 456.61 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      -.20116524      .03454318    -5.824   .0000

 EDUC           .05933135      .00557856    10.636   .0000    10.8763811

 EDUC2         -.00147495      .00021664    -6.808   .0000    122.743651

 MARRIED        .11519095      .00352421    32.686   .0000     .75150959

 HHKIDS        -.01321821      .00310482    -4.257   .0000     .39157686

Matrix Cov.Mat. has  5 rows and  5 columns.

       1             2             3             4             5

 +----------------------------------------------------------------------

1|       .00119      -.00019    .7251040D-05 -.1070872D-04  .7209405D-05

2|     -.00019    .3112031D-04 -.1198777D-05  .9227852D-07 -.1392209D-05

3|  .7251040D-05 -.1198777D-05  .4693335D-07  .1034494D-07  .4792430D-07

4| -.1070872D-04  .9227852D-07  .1034494D-07  .1242005D-04 -.2294561D-05

5|  .7209405D-05 -.1392209D-05  .4792430D-07 -.2294561D-05  .9639918D-05

Fourth Regression, Male Only
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=HHNINC   Mean                 =   .3590541     |

|              Standard deviation   =   .1735639     |

|              Degrees of freedom   =      14238     |

| Residuals    Sum of squares       =   384.3125     |

|              Standard error of e  =   .1642925     |

| Fit          R-squared            =   .1042340     |

|              Adjusted R-squared   =   .1039823     |

| Model test   F[  4, 14238] (prob) = 414.19 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant       .01085465      .03786548      .287   .7744

 EDUC           .03082032      .00578582     5.327   .0000    11.7286996

 EDUC2         -.00033408      .00021216    -1.575   .1153    143.498460

 MARRIED        .05491566      .00346937    15.829   .0000     .76514779

 HHKIDS        -.01782500      .00298198    -5.978   .0000     .41297479

Matrix Cov.Mat. has  5 rows and  5 columns.

        1             2             3             4             5

 +----------------------------------------------------------------------

1|       .00143      -.00022    .7880766D-05 -.1140743D-04 -.1203120D-05

2|     -.00022    .3347574D-04 -.1221636D-05  .4675884D-06  .8828237D-07

3|  .7880766D-05 -.1221636D-05  .4501249D-07 -.1256350D-07 -.5266468D-08

4| -.1140743D-04  .4675884D-06 -.1256350D-07  .1203651D-04 -.3592579D-05

5| -.1203120D-05  .8828237D-07 -.5266468D-08 -.3592579D-05  .8892229D-05
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