
[image: image1.png]NYU¥STERN

NEW YORK UNIVERSITY LEONARD N. STERN SCHOOL OF BUSINESS




ECONOMETRICS I


Fall  2007 – Tuesday, Thursday, 1:00 – 2:20



Professor William Greene 
Phone: 212.998.0876



Office: KMC   7-78                   
Home page:www.stern.nyu.edu/~wgreene

Office Hours:   Open    

Email: wgreene@stern.nyu.edu     

URL for course web page: 

www.stern.nyu.edu/~wgreene/Econometrics/Econometrics.htm

Midterm

1.  In the classical regression model, 
yi  =  xi((  +  (i
the least squares estimator, 

bLS = (X(X)-1X(y 

is unbiased and consistent.  The least absolute deviations estimator,    bLAD = argmin (i |yi - xi((| 

is consistent, but biased and inefficient (compared to bLS).  On the other hand, bLAD appears to have desirable small sample properties – e.g., a small mean squared error and a tolerable small sample bias.

[10]  a.  Explain the terms unbiased and consistent.  Does unbiased imply consistent?  Does consistent imply unbiased?  Explain.
[5]  b.  Consider an estimator bMIXED that is designed to take advantage of the good properties of both estimators.  We compute bMIXED as follows: (1) toss a fair coin. (Probability of HEAD exactly = probability of TAIL = 0.5.)  (2) If HEADS, bMIXED = bLS.  If TAILS, bMIXED = bLAD.  Is bMIXED unbiased?  Prove your answer.  Is bMIXED consistent?  Prove your answer.

2.  Suppose (y,x) have a bivariate normal distribution in which E[y] = 0, E[x] = 0, Var[y] = 1, Var[x] = 1, Cov[x,y] = (.  We have a random sample (yi,xi),i = 1,…,n.  We are interested in estimating ( which is the one unknown parameter in this distribution.
[5]  a.  By virtue of the law of large numbers, the sample covariance between x and y can be used to estimate ( consistently.  Explain.
[10]  b.  An alternative approach:  We know that E[y|x] = ( + (x where ( = Cov[x,y]/Var[x] = ( and ( = E[y] - (E[x] = 0.  So, y = (x + (.  Thus, linear regression of y on x without a constant term consistently estimates (.  Correct?  Explain.  What is the asymptotic distribution of this estimator?  Explain.  How does this estimator differ from the one in part a?

[5]  c.  An alert observer of part b notices that the equation there implies that


x  =  (1/()y  -  (1/()(  =  (y  +  ((
He therefore suggests that we can also regress x on y to estimate (, then, by virtue of the Slutsky theorem, obtain a consistent estimator of ( by taking the reciprocal of the estimator of (.  True or false.  Explain.

[10]  3.  In a real election case in Pennsylvania, it was alleged that the absentee ballots in a certain state senators race had been tampered with.  Orley Ashenfelter (the same Orley Ashenfelter who studied twins in Twinsburg with Alan Krueger) was asked to analyze the data to help the judge decide what to do with the election results.  On the basis of a regression of 21 previous elections absentee ballots totals on the corresponding machine ballot totals, Ashenfelter formed a prediction interval for this absentee ballot total and determined that it looked like an outlier (statistically outside the expected range).  Detail precisely the computations done for this analysis.  Identify all the terms.  Is this an ex-ante or an ex-post prediction?

[15]  4. In the first regression below, C is regressed on ONE,Q1,Q2,Q3,Q4,Q5,T,T2.  In the second regression, Q1 is regressed on ONE,T,T2, and residuals, EQ1 are computed.  The same is done with Q2, Q3, Q4, Q5.  Then, C is regressed on ONE,EQ1,EQ2,EQ3,EQ4,EQ5,T,T2.  Notice that some of the regression coefficients have changed (those on ONE,T,T2) while the remainder are the same, the sum of squared residuals and R2 are the same in the two equations.  Show algebraically why the coefficients on ONE,T,T2 have changed.  Explain why the R2 and sum of squared residuals are unchanged.

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =       2492     |

| Residuals    Sum of squares       =   432.3948     |

|              Standard error of e  =   .4165491     |

| Fit          R-squared            =   .8744847     |

|              Adjusted R-squared   =   .8741321     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      3.42418797      .09070241    37.752   .0000    1.00000000
 Q1             .07027252      .01212009     5.798   .0000    8.58763095

 Q2             .40204012      .01128101    35.639   .0000    10.0931831

 Q3             .10519514      .01604349     6.557   .0000    9.71949206

 Q4             .07613649      .00656402    11.599   .0000    7.78290462

 Q5             .33338106      .01587615    20.999   .0000    7.13715510

 T             -.39416465      .03078316   -12.805   .0000    3.00000000

 T2             .10321320      .01002471    10.296   .0000    5.50000000

+----------------------------------------------------+

| Ordinary    least squares regression               |

| Residuals    Sum of squares       =   432.3948     |

|              Standard error of e  =   .4165491     |

| Fit          R-squared            =   .8744847     |

|              Adjusted R-squared   =   .8741321     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      11.8262519      .04085410   289.475   .0000    1.00000000
 EQ1            .07027252      .01212009     5.798   .0000    0.00000000
 EQ2            .40204012      .01128101    35.639   .0000    0.00000000
 EQ3            .10519514      .01604349     6.557   .0000    0.00000000
 EQ4            .07613649      .00656402    11.599   .0000    0.00000000
 EQ5            .33338106      .01587615    20.999   .0000    0.00000000
 T             -.31905888      .03070440   -10.391   .0000    3.00000000

 T2             .10800115      .00998713    10.814   .0000    5.50000000

5.  The regressions for this problem are based on the sample of 4165 observations on the labor market experience of a sample of men and women analyzed in the study by Cornwell and Rupert that we discussed in class.  The regression model is

logWage = (1 
+ (2OCC + (3IND + (4SOUTH + (5SMSA



+ (6EXP + (7EXP2 + (8ED + (9ED(EXP + (
where OCC, IND, SOUTH and SMSA are dummy variables, EXP is years of experience and ED is years of education.  The first three regression results below are for the full sample, followed by separate regressions for males (FEM=0) then for women (FEM=1).  The fourth regression again uses the full sample, but omits the variable SOUTH.  For convenience in displaying the results, the EXP variable has been divided by 10 (so EXP2 is divided by 100).
[8]  a. How would you test the hypothesis that all coefficients in the first model except the constant term are equal to zero?  Carry out the test.
[8]  b. The coefficient on SOUTH in the first regression is a measure of the wage difference between north and south with everything else held constant.  The underlying null hypothesis is that the wages are the same in the north and the south..  The alternative hypothesis is that the average wage in the south is lower than in the north.  Carry out a test of the null hypothesis against the alternative in the context of the first regression.  Now, use the results from both the first and the fourth regressions to carry out the same test.  Show how the test statistic is computed.

[8]  c. In these equations, the effect of education on the log wage is dependent on experience.  The marginal effect of an additional year of education on the wage in the model is
(ED  =  (E[logWage/(Education] = (8 + (9 ( Exp.  

We would like to estimate the value of this function for someone who has 25 years of experience.  Using the results given for the first regression, compute the sample estimate of this quantity.  Show precisely how to obtain a confidence interval for this quantity. (Note, you cannot compute the confidence interval, as the covariance matrix is not shown.  Just show how to do the computation if you could.)
[8]  d. The first three regressions use the full sample, men only and female only, respectively.  Using these results, test the hypothesis that the same model applies to both men and women against the alternative hypothesis that the models are different.  Show all your calculations for this test.
[8]  e. The specification of the model implies (given the results) that the relationship between log wage and experience is hill shaped, with the hieght of the hill dependent on education..  The top of the hill appears where ∂logWage/∂Exp = 0.  Based on the model , we find that this peak level occurs where



δ  =  (6 + 2(7 ( Exp* +(9 Ed = 0, or  Exp*  =  -(1/2)(β6 + β9 Ed)/(7
How would you estimate this value of Exp* based on your results for the first regression using the sample mean value (12.85 years) for Ed?  How would you form a confidence interval for this estimator?  I suspect that the actual value of Exp* is 2.5.  (I.e., 25 years)  How would you test the hypothesis that Exp* = 25 against the alternative that it is greater than 25?  Show how to do all the computations.  As before, since the covariance matrix is not provided, you cannot carry out the actual computations.
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=Y        Mean                 =   6.676346     |

|              Standard deviation   =   .4615122     |

| WTS=none     Number of observs.   =       4165     |

| Model size   Parameters           =          9     |

|              Degrees of freedom   =       4156     |

| Residuals    Sum of squares       =   601.0066     |

|              Standard error of e  =   .3802786     |

| Fit          R-squared            =   .3223551     |

|              Adjusted R-squared   =   .3210507     |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    5.11475294       .08194750    62.415   .0000

 OCC     |    -.08206125       .01531766    -5.357   .0000    .51116447

 IND     |     .10389505       .01264973     8.213   .0000    .39543818

 SOUTH   |    -.09259653       .01329378    -6.965   .0000    .29027611

 SMSA    |     .11594782       .01283904     9.031   .0000    .65378151

 EXP     |     .53496907       .03933036    13.602   .0000   1.98537815

 EXPSQ   |    -.07681052       .00534452   -14.372   .0000   5.14405042

 ED      |     .07833766       .00532911    14.700   .0000   12.8453782

 EDEXP   |    -.00643202       .00198859    -3.234   .0012   24.8359664

**************************************************************************

*       Subsample analyzed for this command is FEM      =        0       *

**************************************************************************

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=Y        Mean                 =   6.729774     |

|              Standard deviation   =   .4382202     |

| WTS=none     Number of observs.   =       3696     |

| Model size   Parameters           =          9     |

|              Degrees of freedom   =       3687     |

| Residuals    Sum of squares       =   478.3508     |

|              Standard error of e  =   .3601942     |

| Fit          R-squared            =   .3258645     |

|              Adjusted R-squared   =   .3244017     |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    5.42368290       .08455144    64.147   .0000

 OCC     |    -.09557720       .01553464    -6.153   .0000    .52624459

 IND     |     .04415833       .01254493     3.520   .0004    .42640693

 SOUTH   |    -.08363236       .01353709    -6.178   .0000    .28192641

 SMSA    |     .15166994       .01278062    11.867   .0000    .63609307

 EXP     |     .44382470       .03977737    11.158   .0000   2.02140152

 EXPSQ   |    -.06824239       .00550200   -12.403   .0000   5.29437500

 ED      |     .06232224       .00546171    11.411   .0000   12.8465909

 EDEXP   |    -.00284352       .00197958    -1.436   .1509   25.2556818

**************************************************************************

*       Subsample analyzed for this command is FEM      =        1       *

**************************************************************************

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=Y        Mean                 =   6.255308     |

|              Standard deviation   =   .4227426     |

| WTS=none     Number of observs.   =        469     |

| Model size   Parameters           =          9     |

|              Degrees of freedom   =        460     |

| Residuals    Sum of squares       =   36.57759     |

|              Standard error of e  =   .2819867     |

| Fit          R-squared            =   .5626620     |

|              Adjusted R-squared   =   .5550561     |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    4.91279969       .17446768    28.159   .0000

 OCC     |    -.26696135       .03509516    -7.607   .0000    .39232409

 IND     |     .24887679       .03870197     6.431   .0000    .15138593

 SOUTH   |    -.05267513       .02801641    -1.880   .0607    .35607676

 SMSA    |     .12039370       .03416645     3.524   .0005    .79317697

 EXP     |     .47364350       .10032334     4.721   .0000   1.70149254

 EXPSQ   |    -.09600965       .01040886    -9.224   .0000   3.95940299

 ED      |     .06757281       .01189845     5.679   .0000   12.8358209

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=Y        Mean                 =   6.676346     |

|              Standard deviation   =   .4615122     |

| WTS=none     Number of observs.   =       4165     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =       4157     |

| Residuals    Sum of squares       =   608.0227     |

|              Standard error of e  =   .3824458     |

| Fit          R-squared            =   .3144443     |

|              Adjusted R-squared   =   .3132899     |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    5.03273765       .08155934    61.706   .0000

 OCC     |    -.07658701       .01538467    -4.978   .0000    .51116447

 IND     |     .11274040       .01265755     8.907   .0000    .39543818

 SMSA    |     .12642257       .01282333     9.859   .0000    .65378151

 EXP     |     .53822036       .03955172    13.608   .0000   1.98537815

 EXPSQ   |    -.07668783       .00537495   -14.268   .0000   5.14405042

 ED      |     .08126109       .00534283    15.209   .0000   12.8453782

 EDEXP   |    -.00653857       .00199986    -3.270   .0011   24.8359664
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