
[image: image1.png]NYU¥STERN

NEW YORK UNIVERSITY LEONARD N. STERN SCHOOL OF BUSINESS




ECONOMETRICS I


Fall  2010 – Tuesday, Thursday, 11:50 – 1:10



Professor William Greene 

Phone: 212.998.0876



Office: KMC   7-78                   
Home page:www.stern.nyu.edu/~wgreene

Office Hours:   Open    

Email: wgreene@stern.nyu.edu     

URL for course web page: 

www.stern.nyu.edu/~wgreene/Econometrics/Econometrics.htm

Midterm

1.  In the linear regression model,



yi  =  xi((  +  (i
the least squares estimator,
bLS = (X(X)-1X(y 

is unbiased and consistent.  The least absolute deviations estimator, 

bLAD = argmin (i |yi - xi((| 
is consistent, but biased and inefficient (compared to bLS).  On the other hand, bLAD appears to have desirable small sample properties – e.g., a small mean squared error and a tolerable small sample bias.

[5 points] a.  Explain the terms unbiased and consistent.  Does unbiased imply consistent?  Does consistent imply unbiased?  Explain.

[5 points]  b.  Consider an estimator bMIXED that is designed to take advantage of the good properties of both estimators.  We compute bMIXED as follows: (1) toss a fair coin. (Probability of HEAD exactly = probability of TAIL = 0.5.)  (2) If HEADS, bMIXED = bLS.  If TAILS, bMIXED = bLAD.  Is bMIXED unbiased?  Prove your answer.  Is bMIXED consistent?  Prove your answer.
[5 points]  c.  The estimator of the asymptotic covariance matrix of the least squares estimator is s2(X̒X)-1.  There is no comparable result for the LAD estimator, so researchers usually use bootstrapping to estimate the covariance matrix for bLAD.  Show how the technique of bootstrapping is used to obtain a covariance matrix for the LAD estimator.
2.  The regression results below are based on a sample of 2,500 observations on 500 American banks observed from 1996-2000.  The dependent variable is C, the log of costs.  The independent variables are a constant, W1,W2,W3,W4 = logs of prices of 4 inputs (C and W1-W4 are all divided by the price of a 5th input, W5, before taking logs, so that the cost function is homogeneous of degree one in prices.)  Q1, Q2, Q3,Q4, Q5 are the logs of 5 outputs.  T is a time trend that takes the values 1,2,3,4,5, since there are 5 years of data.  In the third regression result, T2 is T2/2 = 1/2 times the square of T.
First Regression, Unrestricted
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =         11     |

|              Degrees of freedom   =       2489     |

| Residuals    Sum of squares       =   152.5817     |

|              Standard error of e  =   .2475933     |

| Fit          R-squared            =   .9557087     |

|              Adjusted R-squared   =   .9555307     |

| Model test   F[ 10,  2489] (prob) =5370.71 (.0000) |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant       .60183154      .12213221     4.928   .0000    1.00000000
 W1             .42596114      .01750803    24.329   .0000    6.73863697

 W2             .03179100      .00801877     3.965   .0001    1.88256912

 W3             .18049199      .01481136    12.186   .0000    -.23287744

 W4             .08718379      .01186687     7.347   .0000    -.68154633

 Q1             .10190002      .00736640    13.833   .0000    8.58763095

 Q2             .37549879      .00700849    53.578   .0000    10.0931831

 Q3             .09769338      .00953621    10.244   .0000    9.71949206

 Q4             .05471433      .00396262    13.808   .0000    7.78290462

 Q5             .29092883      .00960166    30.300   .0000    7.13715510

 T             -.02879021      .00375128    -7.675   .0000    3.00000000

Second Regression, Output Terms Sum to One
+----------------------------------------------------+

| Linearly restricted regression                     |

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =         10     |

|              Degrees of freedom   =       2490     |

| Residuals    Sum of squares       =   167.4633     |

|              Standard error of e  =   .2593344     |

| Fit          R-squared            =   .9513889     |

|              Adjusted R-squared   =   .9512132     |

| Not using OLS or no constant. Rsqd & F may be < 0. |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant       .25726748      .12580921     2.045   .0409    1.00000000
 W1             .37810984      .01805393    20.943   .0000    6.73863697

 W2             .04568030      .00834697     5.473   .0000    1.88256912

 W3             .18078828      .01551371    11.653   .0000    -.23287744

 W4             .09091137      .01242709     7.316   .0000    -.68154633

 Q1             .11125343      .00769006    14.467   .0000    8.58763095

 Q2             .37374734      .00733990    50.920   .0000    10.0931831

 Q3             .12596533      .00980593    12.846   .0000    9.71949206

 Q4             .07428679      .00393645    18.872   .0000    7.78290462

 Q5             .31474711      .00992869    31.701   .0000    7.13715510

 T             -.03417439      .00391247    -8.735   .0000    3.00000000
Third Regression, Unrestricted and includes T2=T2
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =         12     |

|              Degrees of freedom   =       2488     |

| Residuals    Sum of squares       =   152.4859     |

|              Standard error of e  =   .2475652     |

| Fit          R-squared            =   .9557365     |

|              Adjusted R-squared   =   .9555408     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant       .57287662      .12429366     4.609   .0000    1.00000000
 W1             .42653006      .01751195    24.357   .0000    6.73863697

 W2             .03205276      .00802059     3.996   .0001    1.88256912

 W3             .18320991      .01496828    12.240   .0000    -.23287744

 W4             .08719665      .01186553     7.349   .0000    -.68154633

 Q1             .10185089      .00736567    13.828   .0000    8.58763095

 Q2             .37515344      .00701314    53.493   .0000    10.0931831

 Q3             .09786543      .00953612    10.263   .0000    9.71949206

 Q4             .05434173      .00397335    13.677   .0000    7.78290462

 Q5             .29120835      .00960317    30.324   .0000    7.13715510

 T             -.00514845      .01927222     -.267   .7894    3.00000000

 T2            -.00776817      .00621134    -1.251   .2111    5.50000000
Estimated Asymptotic Covariance matrix for estimator of (T and (T2
 0.000371418
  -0.000117417

-0.000117417
   0.0000385807

Fourth Regression, Omits T and T2
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =         10     |

|              Degrees of freedom   =       2490     |

| Residuals    Sum of squares       =   156.1926     |

|              Standard error of e  =   .2504555     |

| Fit          R-squared            =   .9546605     |

|              Adjusted R-squared   =   .9544966     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant       .56364379      .12344150     4.566   .0000    1.00000000
 W1             .42321094      .01770671    23.901   .0000    6.73863697

 W2             .03655955      .00808708     4.521   .0000    1.88256912

 W3             .17769806      .01497805    11.864   .0000    -.23287744

 W4             .10602007      .01174452     9.027   .0000    -.68154633

 Q1             .10335495      .00744909    13.875   .0000    8.58763095

 Q2             .37492934      .00708911    52.888   .0000    10.0931831

 Q3             .09658130      .00964533    10.013   .0000    9.71949206

 Q4             .05623858      .00400339    14.048   .0000    7.78290462

 Q5             .28603439      .00969120    29.515   .0000    7.13715510

[5 points]  a.  How would you test the hypothesis that all coefficients in the model except the constant term are equal to zero?  Carry out the test using the First Regression..

[5 points]  b.  The coefficient on T in the First Regression is the yearly change in the log of cost that is not explained by changes in input prices or output.  This is the rate of cost dimunition due to technical change.  Test the hypothesis that this coefficient is zero.

[10 points]  c.  The coefficients in the Second Regression are computed subject to the restriction on the First Regression that the 5 output coefficients sum to 1.00000.  (This imposes constant returns to scale.)  Using the results given, test the hypothesis that the 5 output coefficients sum to 1.0000.
[5 points] d.  In the second regression results, the output contains a warning, “Not using OLS or no constant. Rsqd & F may be < 0.”  Does this make sense?  How could R2 be less than zero?
[10 points]  e.  In the third set of results, the cost dimunition term is made a quadratic function of time, so that 

(  =  (E[logC/(T] = (T + (T2 ( T.  

We would like to estimate the value of this function in the 5th year (T=5).  Using the results given, compute a confidence interval for this value.  (The necessary parts of the estimated asymptotic covariance matrix are provided with the regression results.)

[10 points]  f.  In the first regression results given, the estimates suggest that T is a highly significant determinant of C.  (Recall you tested this in part b.)  In the third regression, neither coefficient on T or T2 is significantly different from zero.  The fourth regression omits both T and T2 from the equation.  Based on all these results, do you conclude that T is or is not a significant determinant of C?  Does the result in the third regression (with respect to T) contradict the result in the first regression?  Explain in detail.

3.  In the regression model used in question 2, the estimate of economies of scale would be


ES  =  1 / ((Q1 + (Q2 + (Q3 + (Q4 + (Q5)

[5 points]  How would you estimate this using the regression results.  Show how to compute an asymptotic variance for your estimator of ES.

4.  Suppose (y,x) have a bivariate normal distribution in which E[y] = 0, E[x] = 0, Var[y] = 1, Var[x] = 1, Cov[x,y] = (.  We have a random sample (yi,xi),i = 1,…,n.  We are interested in estimating ( which is the one unknown parameter in this distribution.

[5 points]  a.  By virtue of the law of large numbers, the sample covariance between x and y can be used to estimate ( consistently.  Explain.

[10 points]  b.  An alternative approach:  We know that E[y|x] = ( + (x where ( = Cov[x,y]/Var[x] = ( and ( = E[y] - (E[x] = 0.  So, y = (x + (.  Thus, linear regression of y on x consistently estimates (.  Correct?  Explain.  What is the asymptotic distribution of this estimator?  Explain.  How does this estimator differ from the one in part a?
[10 points]  c.  An alert observer of part b notices that the equation there implies that


x  =  (1/()y  -  (1/()(  =  (y  +  ((
He therefore suggests that we can also regress x on y to estimate (, then, by virtue of the Slutsky theorem, obtain a consistent estimator of ( by taking the reciprocal of the estimator of (.  True or false.  Explain.

5.  In class, we discussed the Oaxaca decomposition as one suggested method of decomposing the difference across two groups of the outcome variable in a regression model into (1) a part explainable by a difference in coefficients and (2) a part due to a difference in the exogenous variables in the equation.  A related method, referred to as the Peters-Belson method has found its way into some recent court cases.  We assume there are two groups, A and B.  The average outcome in group B is computed as 
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  The regression model is fit using the observations in group A, producing coefficient vector bA.  Finally, the predicted average outcome for group B using the regression model is computed using 
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 where 
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 is the sample means of the independent variables for the individuals in group B. The working hypothesis is that the regression model that actually applies for group B is not the same as that used for group A.  To test this, the method examines the difference, 
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.  We use a chi squared test to test the hypothesis that this difference is zero in the population.
[10 points]  Assuming that the regression is computed by least squres and contains a constant term, this method is exactly the same as the Oaxaca approach.  Prove this, then show how we compute the chi squared statistic for the test.
6.  In the first regression below, C is regressed on ONE,Q1,Q2,Q3,Q4,Q5,T,T2.  In the second regression, Q1 is regressed on ONE,T,T2, and residuals, EQ1 are computed.  The same is done with Q2, Q3, Q4, Q5.  Then, C is regressed on ONE,EQ1,EQ2,EQ3,EQ4,EQ5,T,T2.  Notice that some of the regression coefficients have changed (those on ONE,T,T2) while the remainder are the same, the sum of squared residuals and R2 are the same in the two equations.  
[5 points]  Show algebraically why the coefficients on ONE,T,T2 have changed.  Explain why the R2 and sum of squared residuals are unchanged.

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =       2492     |

| Residuals    Sum of squares       =   432.3948     |

|              Standard error of e  =   .4165491     |

| Fit          R-squared            =   .8744847     |

|              Adjusted R-squared   =   .8741321     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      3.42418797      .09070241    37.752   .0000    1.00000000
 Q1             .07027252      .01212009     5.798   .0000    8.58763095

 Q2             .40204012      .01128101    35.639   .0000    10.0931831

 Q3             .10519514      .01604349     6.557   .0000    9.71949206

 Q4             .07613649      .00656402    11.599   .0000    7.78290462

 Q5             .33338106      .01587615    20.999   .0000    7.13715510

 T             -.39416465      .03078316   -12.805   .0000    3.00000000

 T2             .10321320      .01002471    10.296   .0000    5.50000000

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=C        Mean                 =   11.46039     |

|              Standard deviation   =   1.174110     |

| WTS=none     Number of observs.   =       2500     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =       2492     |

| Residuals    Sum of squares       =   432.3948     |

|              Standard error of e  =   .4165491     |

| Fit          R-squared            =   .8744847     |

|              Adjusted R-squared   =   .8741321     |

+----------------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant      11.8262519      .04085410   289.475   .0000    1.00000000
 EQ1            .07027252      .01212009     5.798   .0000    0.00000000
 EQ2            .40204012      .01128101    35.639   .0000    0.00000000
 EQ3            .10519514      .01604349     6.557   .0000    0.00000000
 EQ4            .07613649      .00656402    11.599   .0000    0.00000000
 EQ5            .33338106      .01587615    20.999   .0000    0.00000000
 T             -.31905888      .03070440   -10.391   .0000    3.00000000

 T2             .10800115      .00998713    10.814   .0000    5.50000000
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