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Econometric Analysis of Panel Data

Professor William Greene 
Phone: 212.998.0876




Office: KMC   7-78                   
Home page:www.stern.nyu.edu/~wgreene


Office Hours:   TR, 3:00 - 5:00    Email: wgreene@stern.nyu.edu     


URL for course web page: 


www.stern.nyu.edu/~wgreene/Econometrics/PanelDataEconometrics.htm

Final Examination: Spring 2009

This is a ‘take home’ examination.  Today is Friday, May 1, 2009.  Your answers are due on Friday, May 15, 2009.  You may use any resources you wish – textbooks, computer, the web, etc. – but please work alone and submit only your own answers to the questions.

The six parts of the exam are weighted as follows:


Part I.  
The Hausman and Taylor Estimator 

10

Part II.  
Panel Data Regressions



20

Part III.  
Instrumental Variable and GMM Estimation
10

Part IV.  
Binary Choice Models



20

Part V.  
Sample Selection




20

Part VI.  
A Loglinear Model




20
Note, in parts of the exam in which you are asked to report the results of computation, please filter your response so that you present the numerical results as part of an organized discussion of the question. Do not submit long, unannotated pages of computer output.
Part I.  (Continuing the tradition)  The Hausman and Taylor Estimator 

Write out a full statement of the procedure that Hausman and Taylor devised for estimation of the parameters in a panel data model in which some independent variables are correlated with the time invariant part of the disturbance in a random effects model.  Now, show how the Arellano/Bond/Bover estimator uses the Hausman and Taylor result.
Part II.  Panel Data Regressions
The course website contains Munnell’s data set on statewide production, in ASCII text form,


http://pages.stern.nyu.edu/~wgreene/Econometrics/productivity.txt
as well in the form of an Excel spreadsheet file, .xls format and a limdep/nlogit project file, .lpj format.  The data in the file are a panel on the following variables for the lower 48 states, 17 years,
STATE = state name

YR = year, 1970,...,1986

P_CAP = public capital

HWY = highway capital

WATER = water utility capital

UTIL = utility capital

PC = private capital

GSP = gross state product

EMP = employment

UNEMP = unemployment rate

Do this exercise with Stata, R, LIMDEP (or NLOGIT), or any other software you wish to use.


The basic model of interest is


Yit  =  (1X1it + (2X2it + (3X3it + (4X4it + β5X5it + ci + (it
Where Y is logGSP, X1 is logPC, X2 is logHWY, X3 is logWATER,  X4 is logUTIL and X5 is logEMP.
This is a Cobb-Douglas production function.

a.  Fit the “pooled” model and report your results

b. Fit a random effects model and a fixed effects model.  Use your model results to decide which is the preferable model.  If you find that neither panel data model is preferred to the pooled model, show how you reached that conclusion.  As part of the analysis, test the hypothesis that there are no “state effects.”
c.  Assuming that there are “latent individual (state) effects,” the asymptotic covariance matrix that is computed for the pooled estimator, s2(X′X)-1, is inappropriate.  What estimator can be computed for the covariance matrix of the pooled estimator that will give appropriate standard errors?
d.  The hypothesis of constant returns would be that


H0: (1 + (2 + (3 + (4 + β5 = 1

Test this hypothesis in the context of the model in a. and in the context of your preferred model in part b.  Do you reach the same conclusion in both cases?

e.  The translog model adds to the Cobb-Douglas model all of the squares and cross products (of the logs) variables.  For your five factor model, this will add 15 new variables.  (Note, X1*X2 = X2*X1, etc. so not all possible products are added to the model, just the unique ones.)  Test the hypothesis of the Cobb-Douglas model against the more general Cobb-Douglas model and report your findings.
Part III.  Instrumental Variable and GMM Estimation
For the setting in part 2, suppose we specify the following random effects model,


Yit  =  (1X1it + (2X2it + (3X3it + (4X4it + β5X5it + (Yi,t-1 + ui + (it
where ui is a random effect.

a. Is the OLS estimator a consistent estimator of the parameters of this model?  Explain.

b. Estimate the parameters of the model using an instrumental variable estimator.

    Explain the procedure you are using.

c. Describe a GMM estimator for this model.

d. Suppose the model is respecified as


Yit  =  (1X1it + (2X2it + (3X3it + (4X4it + β5X5it + (iYi,t-1 + (it
Note that there is now no “state” effect, but the coefficient on the lagged dependent variable is state specific.  Describe the different approaches to estimation of this model, and what problems arise with these different methods.
Part IV.  Binary Choice Models

The course website describes the “German Manufacturing Innovation Data.”  The actual data are not published on the course website. We will use them for purposes of this exercise, however.  You can obtain them by downloading  

http://www.stern.nyu.edu/~wgreene/Econometrics/probit-panel.lpj
as well as .xls and .txt formats.  This data set contains 1,270 firms and 5 years of data for 6,350 observations in total – a balanced panel.  The variables that you need for this exercise are described on the course home page.  I am interested in a binary choice model for the innovation variable, IP.  You will fit your model using at least three of the independent variables in the data set.  With respect to the model you specify,
A.  THEORY
(a)  If you fit a pooled logit model, there is the possibility that you might be ignoring unobserved heterogeneity (effects).   Wooldridge argues that when one fits a probit model while ignoring unobserved heterogeneity, the raw coefficient estimator (MLE) is inconsistent, but the quantity of interest, the “Average Partial Effects” might well be estimated appropriately.  Explain in detail what he has in mind here.  Do you think that his result carries over to the logit model as the alternative to the probit model?
(b)  Suppose we were to estimate a “fixed effects” probit model by “brute force,” just by including the 1,270 dummy variables needed to create the empirical model.  What would the properties of the resulting estimator likely be?  What is “the incidental parameters problem?”

(c)  How would I proceed to use Chamberlain’s estimator to obtain a consistent slope estimator for the fixed effects logit model.

(d)  Describe in detail how to fit a random effects logit model using quadrature and using simulation for the part of the computations where they would be necessary, under the assumption that the effects are uncorrelated with the other included exogenous variables. 
(e)  Using the random effects logit model that you described in part (d), describe how you would test the hypothesis that the same probit model applies to the four different sectors in the data set (CONSGOOD,FOOD,RAWMTL,INVGOOD).
B.  PRACTICE
(a) Fit a pooled probit model using your specification.  Use any software you wish for the estimation. Provide all relevant estimation results.
(b) Fit a random effects probit model.

(c) Use the Mundlak approach to approximate a fixed effects model.  Recall this means adding the group means of the time varying variables to the model, then using a random effects model.  

(d)  The Hausman test is not useable for binary choice models, because of the incidental parameters problem.  However, you could do something like a Hausman test by testing the joint significance of the group means you added in part c.  Carry out the test, then suggest which model you prefer (statistically), random or fixed effects.

Part V.  Sample Selection

This exercise is based on the German health care data that we have used in numerous class examples this semester.  We begin  with a probit model involving the same variables,


HEALTHY = 1 (zit(( + uit) > 0 where z = AGE, HHNINC (income), MARRIED.
We follow with an (admittedly, not very well specified) model for the number of Hospital visits, 


HOSPVISit = (1 + (2 AGEit + (3 EDUCit + (4 PUBLICit + (it
Suppose we now seek to examine the behavior of HEALTHY people.  (We thus propose to ignore the unhealthy ones.)   We consider the case in which the latent heterogeneity variables (uit and (it) that enter the two equations are correlated (bivariate normal).

(a)  What problem would arise if we simply use linear regression to estimate the parameters of the second equation?

(b)  Does the problem go away if we simply change the regression to


HOSPVISit = (1 + (2 AGEit + (3 EDUCit + (4 PUBLICit + (HEALTHYit + (it
and use the full data set to run our linear regression for the HOSPVIS equation?

(c)  For the moment, ignore the discrete nature of HOSPVIS, and think of it as the dependent variable in a linear regression.  Show how analysis of these data for the observations for which HEALTHY = 1 might translate into a familiar “sample selection” model.  Describe in detail the computations one would do to fit such a model.
(d)  Use the selection model that you described in (c) to analyze this variable, treating it as continuous.  Fit a sample selection model, using several regressors that you select from the data set.  (Note, we are ignoring the panel nature of the data set.)  For those of you not using Stata or LIMDEP to do the computations, standard textbooks such as Greene describe the computations needed to compute the appropriate asymptotic covariance matrix.  If you are able to do the computations, describe what you computed. If not, describe the computations you would program if you could.
(e)  Suppose we change the model for HOSPVIS to recognize its discrete nature. The model for HOSPVIS is assumed to be a Poisson regression with conditional mean function

E[HOSPVIS|x]  =  exp((1 + (2 AGEit + (3 EDUCit + (4 PUBLICit + (HEALTHYit + (it)
How does this change the estimation strategy that you will use to fit the parameters of the model? 

(f)  Suppose the two eaquations of the model are extended to include common random effects,

HEALTHY = 1 (zit(( + uit + wi) > 0 



where z = AGE, HHNINC (income), MARRIED.
We follow with an (admittedly, not very well specified) model for the number of Hospital visits, 


HOSPVISit = (1 + (2 AGEit + (3 EDUCit + (4 PUBLICit + (it + vi.

Describe one of the methods that has been proposed to analyze this model.  (This part does not require you to do any estimation.)

Part VI.  A Loglinear Model
The random variable y|x has a gamma distribution:



[image: image2.wmf]1

(|)exp(),0,0,

()

exp().

P

P

i

iii

ii

fyyyyP

P

-

l

=-l³>

G

¢

l=a+

x

x

b


Estimation and analysis is based on a sample of N observations on yi,xi.

(a) I propose to estimate the parameters λ,α,β by maximum likelihood.  Derive the log likelihood function, likelihood equations and Hessian.  Show precisely how to use Newton’s method to estimate the parameters.  How will you obtain asymptotic standard errors for your estimator?  Note, the derivatives of the gamma function, Γ(P) are dlogΓ(P)/dP = ψ(P) and d2logΓ(P)/dP2 = ψ̒(P).  Just use these symbols in your results.
(b) The conditional mean function is


E[yi|xi]  =  P/λi.

Show how this can be used to construct an estimator of β.  It is not possible to obtain separate estimates of P and α by this method – the constant term will be logP + α.

(c) The conditional variance of yi is Var[yi|xi]  =  P/λi2.  Show how you can use this result to manipulate the residual variance, s2 = e̒e/N, where N is the sample size, to obtain separate estimates of α and P.
(d)  Another conditional mean is


E[logyi|xi]  =  ψ(P) – logλi.

How can you use this result to obtain an estimate of β.

(e)  Which of the three estimators suggested above will be the most efficient?  Explain.

(f)  The Erlang distribution is a restricted version of the gamma distribution when P is an integer.  How would you test the hypothesis?

(g) Maximum likelihood estimates of the model using our German health care data, in which the dependent variable is household income, HHNINC, appear on the next page.
   (1) Test the hypothesis of the Erlang form vs. the more general form using both Wald and Likelihood ratio tests.

   (2)  Test the hypothesis that β=0 using a likelihood ratio test.

   (3) Show how to use a Wald test to test the hypothesis that β = 0.

(h)  Derive the functional form of the partial effects in the model, ∂E[y|x]/∂x.  Then, using the general model with unrestricted P, compute these partial effects at the means of the variables. (The means are given in the last column of the results.)

(i)  OLS results for the same model (HHNINC regressed on a constant and x) are shown at the bottom of the page.  What is the relationship between the OLS results, the parameters computed in .(g) and the partial effects?

(j)  Suppose we prefer to use a Bayesian (MCMC) approach to estimation of the parameters. We propose the following priors for 


p(α,() ~ normal with mean (α0,(0 and covariance matrix Σ0)

p(P) ~ gamma with parameters P0 and θ0.
Describe how the Bayesian estimation would proceed using a Gibbs sampler.  (This does not call for a detailed derivation. Just describe in moderately detailed terms how Bayesian estimation would proceed, what the computations would be and what is “estimated.”)
+---------------------------------------------+

| Gamma (Loglinear) Regression Model          |

| Dependent variable               HHNINC     |

| Number of observations            27322     |

| Log likelihood function        14237.33     |

| Restricted (β=0) log likelihood 1195.07     |

| McFadden Pseudo R-squared   -10.9133895     |

| Chi squared                    26084.52     |

| Degrees of freedom                    4     |

+---------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

+--------+Parameters in conditional mean function                     |

|Constant|    3.45583***       .02043321   169.128   .0000            |

|EDUC    |    -.05545***       .00118268   -46.888   .0000   11.320184|

|MARRIED |    -.23665***       .00646494   -36.605   .0000    .7586926|

|AGE     |     .00087***       .00025374     3.446   .0006   43.527194|

+--------+Scale parameter for gamma model                             |

|P_scale |    5.10528***       .04232988   120.607   .0000            |

+--------+------------------------------------------------------------+

| Note: ***, **, * = Significance at 1%, 5%, 10% level.               |

+---------------------------------------------------------------------+

Matrix Cov.Mat. has  5 rows and  5 columns.

        1             2             3             4             5

 +-------------+-------------+-------------+-------------+-------------+

1|     .00042   -.1771081D-04 -.1769718D-04 -.2933424D-05     .00035

2| -.1771081D-04  .1398725D-05  .2859814D-06  .3813730D-07  .6182916D-13

3| -.1769718D-04  .2859814D-06  .4179549D-04 -.3963064D-06 -.2029585D-12

4| -.2933424D-05  .3813730D-07 -.3963064D-06  .6438221D-07 -.1810556D-13

5|     .00035    .6182916D-13 -.2029585D-12 -.1810556D-13     .00179

 +-------------+-------------+-------------+-------------+-------------+

+---------------------------------------------+

| Gamma (Loglinear) Regression Model          |

| Dependent variable               HHNINC     |

| Log likelihood function        12480.12     |

| Restricted log likelihood      1195.070     |

| McFadden Pseudo R-squared    -9.4430036     |

| Chi squared                    22570.09     |

| Degrees of freedom                    4     |

+---------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

+--------+Parameters in conditional mean function                     |

|Constant|    2.92417***       .02436230   120.028   .0000            |

|EDUC    |    -.05545***       .00154282   -35.942   .0000   11.320184|

|MARRIED |    -.23665***       .00843362   -28.060   .0000    .7586926|

|AGE     |     .00087***       .00033100     2.642   .0083   43.527194|

+--------+Scale parameter for gamma model                             |

|P_scale |    3.00000***    ......(Fixed Parameter).......            |

+--------+------------------------------------------------------------+

OLS Coefficients

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

|Constant|     .04777***       .00708881     6.739   .0000            |

|EDUC    |     .02130***       .00044257    48.121   .0000   11.320184|

|MARRIED |     .07862***       .00241373    32.572   .0000    .7586926|

|AGE     | .000083449        .0000921800      .905   .3653   43.527194|

+--------+------------------------------------------------------------+
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