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NEW YORK UNIVERSITY LEONARD N. STERN SCHOOL OF BUSINESS




ECONOMETRICS I


Fall  2003



Professor William Greene 

Phone: 212.998.0876



Office: KMC   7-78                   
Home page:ww.stern.nyu.edu/~wgreene

Office Hours:   TR, 3:00 - 5:00    Email: wgreene@stern.nyu.edu     

URL for course web page: 

www.stern.nyu.edu/~wgreene/Econometrics/Econometrics.htm

Final Examination
Distributed 12/11/03.  This examination is due on 12/19/03.
This is the take home final examination for the 2003 edition of Econometrics I.  There are a total of 9 questions on the test with point values that sum to 150.  Point values are shown with question numbers.    Note that this test uses two data sets, WHOdata and bankdata.  The data files are attached with this exam in your email, and may also be downloaded from my home page at


http://www.stern.nyu.edu/~wgreene/bankdata.xls

http://www.stern.nyu.edu/~wgreene/bankdata.csv

http://www.stern.nyu.edu/~wgreene/WHOdata.xls

http://www.stern.nyu.edu/~wgreene/WHOdata.csv
Your submission is due at my office on December 19, 2003, before 3PM.

Instructions:


Do well on the exam.


Have a great holiday season.

(15)  1.  The classical regression model is   y  =  X(  +  (, E[(|X] = 0,  Var[(|X] = (2I.  In the context of this model, the least squares estimator, b = (X(X)-1X(y is unbiased, consistent, efficient among linear unbiased estimators, and asymptotically efficient among asymptotically normally distributed estimators.
a. Give a concise discussion of the meaning of each of the five underlined terms in the statement.
b.  Two consistent estimators of ( in this model are least squares and the minimum absolute deviations estimator.  How would one establish the theoretical result that OLS is more “efficient” than MAD?  What does this mean?  (Note, this problem does not ask you to prove this claim. It asks what the claim means.)
(20)  2.  The random variable x has density f(x|(,() = (x(-1 (( exp(-((x)(), (, (, x all > 0.  Note, if ( = 1, this is the exponential density we studied in class. This is called the Weibull distribution.

a.  Form the log likelihood function for estimation of ( and ( based on a random sample of observations on x.  Derive the two likelihood equations for estimation of ( and (.
b.  How would you compute standard errors for your maximum likelihood estimators of ( and  ( in part a?  Show two different estimators for the asymptotic standard errors.
c.  How would you test the hypothesis that ( = 1?  Show how to carry out the Lagrange multiplier, Wald, and likelihood ratio tests.
d.  Suppose that ( = exp(-().  How would you find the maximum likelihood estimator of (?  How would you estimate the asymptotic standard error of your estimator?
(10)  3.  In the linear model with possibly unknown heteroscedasticity, show that the OLS estimator is also a GMM estimator and and that the White estimator is the appropriate estimator of the asymptotic covariance matrix of the GMM estimator.
(30)  4.  The data set <bankdata.xls> contains an Excel spreadsheet file containing a panel of data on the U.S. banking system.  There are 25 banks each observed for 5 years. Variables in the data set are 
bank = bank number, 1,2,…,25;

c =  log(cost),;
y1, y2, y3, y4, y5 are the logs of 5 output variables;
w1,w2,w3,w4 are the logs of 4 input price variables;
t1,t2,t3,t4,t5 are 5 time dummy variables;
In case you cannot read such a file, the file <bankdata.csv> contains the same data as text, with items separated by commas.  This problem requires you to do some linear regression analysis.  As always, you may use any computer program you wish to do the computations.

a.  Fit a linear model model that relates c to a constant term, the 5 output, 4 input, and 4 of the 5 time dummy variables.  Report all results.
b.  Fit a ‘fixed effects’ model that includes all the same variables as in a, but replaces the constant term with 25 bank specific dummy variables.  (Or adds to the constant any 24 of the 25 possible bank specific dummy variables.  Report the results of the regression, and note how, if at all, any of the results have changed.

c.  Test the hypothesis that there are no ‘fixed effects.’  That is, test the hypothesis that the dummy variable coefficients are all equal (to zero if you have used 24 of them, or each other if you have replaced the constant with 25 of them).  Show exactly how to do the test.  Test the hypothesis that there are no ‘time’ effects – that the four time dummy variable coefficients are all zero.
d.  The random effects model for these data would be


cit = ( + (k (kwitk + (l (yitl + (t (t Dt + (it + ui.

In order to compute the parameters of the model using feasible (two step) GLS, we would require estimates of the variance parameters ((2 and (u2.   A simple expedient is to base the estimators on two variance estimators, e(e/(25(5) using the OLS estimates in a, and eDV(eDV/(25(5) using the fixed effects estimator in part b.  What do each of these two estimators estimate, and how can the pair of them be used to estimate the two variances in this model?  With these  two estimators in hand, how would you now apply two step GLS?

d.  Show precisely how to carry out a Hausman test of random vs. fixed effects in this model.  (Exactly what computations would you do? Note, the problem has not asked you actually to fit the random effects model, so you need not carry out the test.  Feel free to do so if you are able, of course.)  
(15)  5.  For the model examined in problem 4, the underlying microeconomic theory dictates that the function is linearly homogeneous in the prices.  This means that the 5 coefficients on the input price variables sum to 1.0.  

a.  Fit the model while imposing this restriction.

b.  Carry out a test of the restriction.  Do the data support the theory?

c.  Maintaining the linearly homogeneity hypothesis, we now consider the hypothesis of constant returns to scale.  This hypothesis is that the 5 output coefficients sum to 1.0.  Do the data support the theory?  Carry out a test of this theory.
(15)  6.  In the model in problem 4, the measure of economies of scale is
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Using your linear regression results, compute an estimate of this parameter then form a confidence interval for your estimate.  How will you estimate the asymptotic variance?  Show precisely how to do the computations.

(25)  7.  The data set in WHOdata.xls (or WHOdata.csv) contains 500 observations on the following variables for a panel of countries.  (We are going to ignore the panel nature of this data set.)

LCOMP = log of a measure of the effectiveness of delivery of health care services

LHC = log of average education

LHEXP = log of per capita health care expenditure

FITGEFF = a World Bank measure of the effectiveness of the giovernment

LPOPDEN = log of population density

GINI = measure of income distribution in the country

LGDPC = log of per capita GDP

PUBTHE = proportion of health care expenses that are paid by the government.

We are interested in a model that describes LCOMP,
LCOMP = (0 + (1LHC + (2LHEXP + (3FITGEFF + (
The simple regression has a problem.  While the effectiveness of health care delivery is certainly a function of the effectiveness of the government, arguably, the reverse is true also – the effectiveness of the government is a function of the health care system.  Therefore, OLS in this setting is likely to suffer from simultaneous equations bias.

a.  What is simultaneous equations bias?
b.  The last 4 variables listed are available as instrumental variables for estimation of the model.  Estimate the parameters of the model using ordinary least squares.  Then, using the four instruments, estimate the parameters of the model using instrumental variables (two stage least squares).  Do the results differ?  Present all results.
c.  Suppose the model is expanded to 
LCOMP = (0 + (1LHC + (2LHEXP + (1FITGEFF + (2GINI + (3LGDPC  + (
Note that the model contains three ‘endogenous variables.’  There remain two instrumental variables, LPOPDEN and PUBTHE.  Show that it is not possible to compute the two stage least squares estimator in this model.  (Note, this is a theoretical question.  It concerns estimation of a model in which there are fewer instrumental variables than there are endogenous variables on the right hand side of the equation.

(10)  8.  The power of a test is its ability to reject a hypothesis that actually is false.  Formally, the power of a test is the probability that it will do so.  Obviously power will depend on what the alternative hypothesis is.

a.  Consider sampling from a normal distribution with mean ( and variance 1.  The null hypothesis is that ( = 0.  We will reject the hypothesis if the sample mean, is larger than 1.96.  Note that the variance is known, so there  is no need to resort to the t distribution for the test statistic.  What is the power of this test if the true mean is actually 0.5?  What is its power if the true mean is 0.0?  (I.e., what is the relevant probability if the mean actually is the hypothesized value of 0.0?
b.  White’s general test  for heteroscedasticity that we discussed in class is said to have zero power against certain alternatives.  Given that this is a specification test, not a parametric test, what do you think that this statement means? 
(10)  9.  Locate and prepare a 100 word description of a paper published in any journal in economics, strategy, marketing, information systems, accounting, etc. that uses a discrete choice model to analyze a data set based on the analysis of individual choices among multiple alternatives.  The paper must have been published in 2000, 2001, 2002 or 2003.
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