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Part I.  Applied Econometrics

1.   Properties of the least squares estimator

a.   Show (algebraically) how the ordinary least squares coefficient estimator, b, and the estimated
     asymptotic covariance matrix are computed.

b.  What are the finite sample properties of this estimator?  Make your assumptions explicit.

c.  What are the asymptotic properties of the least squares estimator?  Again, be explicit about all
     assumptions, and explain your answer carefully.
2.  The paper “Learning About Heterogeneity in Returns to Schooling,” Koop, G. and J. Tobias, Journal of Applied Econometrics, 19, 7, 2004, pp. 827-849, is an analysis of an unbalanced panel of data on 2,178 individuals, 17,919 observations in total.  The variables in the data set are

EDUC

= Education


WAGE 

= Log of hourly wage


EXP

= Potential experience


ABILITY
= Ability


MED

= Mother’s education


FED

= Father’s education


BROKEN
= Broken home dummy variable


SIBS

= Number of siblings

I propose first to analyze the log wage data with a linear model.  My first model is

WAGEit = β1 + β2 EXPit + β3MEDi + β4FEDi + β5BROKENi + β6SIBSi + β7EDUCit + β8ABILITYi + (it,
(it  ~  N[0, (2].
where “i” indicates the person and “t” indicates the year.  Note that some variables are time invariant.  For this application, I intend to ignore any panel data aspects of the data set, and treat the whole thing as a cross section of 17,919 observations.  The ordinary least squares results are shown as Regression 1 on the next page.  The estimated asymptotic covariance matrix is shown on the following page.  (The covariance matrices are given in two forms, a graphic image for you to look at and as text if you wish to export the numbers to a computer program.  The numbers are separated by spaces.)
a.    Show how each of the values in the box above the coefficient estimates is computed, and interpret the
       value given.

b.    Using the results given, form a confidence interval for the true value of the coefficient on the
       BROKEN home dummy variable.
An expanded, now nonlinear model appears as follows:

WAGEit = β1 
+ β2 EXPit + β3MEDi + β4FEDi + β5BROKENi + β6SIBSi + β7EDUCit + β8ABILITYit 



+ β9 EDUCit2 + β10ABILITYit2 + β11EDUCit*ABILITYit  + (it​; (it  ~  N[0, (2],

c.  The second set of results given includes this quadratic part of the specification.  Test the hypothesis of the linear model as a restriction on the nonlinear model.  Do the test in three ways: 1. Use a Wald test to test the hypothesis that the three coefficients in the quadratic terms are zero. 2. Use an F test.  3.  Use a likelihood ratio test assuming that the disturbances are normally distributed.
d.   I am interested in the effect of an additional year of education on WAGE.  As such, the quantity


(ED  =  (E[WAGE | x] / ( EDUC
is of interest.  Obtain the expression for this function.  Estimate this at the average years of schooling and ability.  Form a confidence interval for (ED|EDUC,ABILITY = means.
REGRESSION 1

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=WAGE     Mean                 =   2.296821     |

|              Standard deviation   =   .5282364     |

| WTS=none     Number of observs.   =      17919     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =      17911     |

| Residuals    Sum of squares       =   4119.734     |

|              Standard error of e  =   .4795950     |

| Fit          R-squared            =   .1760081     |

|              Adjusted R-squared   =   .1756861     |

| Model test   F[  7, 17911] (prob) = 546.55 (.0000) |

| Diagnostic   Log likelihood       =  -12254.84     |

|              Restricted(b=0)      =  -13989.35     |

|              Chi-sq [  7]  (prob) =3469.02 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|     .98965433       .03389449    29.198   .0000

 EXP     |     .03951038       .00089858    43.970   .0000   8.36268765

 MED     |    .709887D-04      .00169543      .042   .9666   11.4719013

 FED     |     .00531681       .00133795     3.974   .0001   11.7092472

 BROKEN  |    -.05286954       .00999042    -5.292   .0000    .15385903

 SIBS    |     .00487138       .00179116     2.720   .0065   3.15620291

 EDUC    |     .07118866       .00225722    31.538   .0000   12.6760422

 ABILITY |     .07736880       .00493359    15.682   .0000    .05237402

REGRESSION 2
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=WAGE     Mean                 =   2.296821     |

|              Standard deviation   =   .5282364     |

| WTS=none     Number of observs.   =      17919     |

| Model size   Parameters           =         11     |

|              Degrees of freedom   =      17908     |

| Residuals    Sum of squares       =   4097.875     |

|              Standard error of e  =   .4783610     |

| Fit          R-squared            =   .1803801     |

|              Adjusted R-squared   =   .1799224     |

| Model test   F[ 10, 17908] (prob) = 394.12 (.0000) |

| Diagnostic   Log likelihood       =  -12207.18     |

|              Restricted(b=0)      =  -13989.35     |

|              Chi-sq [ 10]  (prob) =3564.35 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    -.30754256       .15297670    -2.010   .0444

 EXP     |     .03926329       .00089772    43.737   .0000   8.36268765

 MED     |    -.00051460       .00169966     -.303   .7621   11.4719013

 FED     |     .00529584       .00133480     3.968   .0001   11.7092472

 BROKEN  |    -.04734421       .00999236    -4.738   .0000    .15385903

 SIBS    |     .00465163       .00178790     2.602   .0093   3.15620291

 EDUC    |     .27692389       .02329506    11.888   .0000   12.6760422

 ABILITY |    -.27672027       .04210612    -6.572   .0000    .05237402

 EDSQ    |    -.00794654       .00088839    -8.945   .0000   164.377588

 ABILSQ  |    -.02496766       .00418198    -5.970   .0000    .86041084

 EDAB    |     .02769975       .00332127     8.340   .0000   1.60372621

Covariance matrix for REGRESSION 1
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7.43262005
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8074442007
7010826009
2171120008
2089982009
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458323 007

7.7069 005
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 0.00114884     -9.75492e-006    -1.7069e-005     -2.29058e-006    -3.80299e-005    -1.7435e-005     -6.11257e-005     7.49262e-005

-9.75492e-006    8.07444e-007     7.01082e-009     2.17112e-008    -2.06998e-009    -7.48677e-008     2.27236e-007     4.58923e-007

-1.7069e-005     7.01082e-009     2.8745e-006     -1.29965e-006    -3.54931e-007     4.60817e-007    -1.63766e-007    -1.36723e-006

-2.29058e-006    2.17112e-008    -1.29965e-006     1.79011e-006     2.64563e-007     9.75702e-008    -3.34658e-007    -9.33682e-007

-3.80299e-005   -2.06998e-009    -3.54931e-007     2.64563e-007     9.98086e-005    -1.99744e-007     1.91584e-006     1.86902e-007

-1.7435e-005    -7.48677e-008     4.60817e-007     9.75702e-008    -1.99744e-007     3.20827e-006     1.18248e-007     7.27249e-007

-6.11257e-005    2.27236e-007    -1.63766e-007    -3.34658e-007     1.91584e-006     1.18248e-007     5.09505e-006    -4.39771e-006

 7.49262e-005    4.58923e-007    -1.36723e-006    -9.33682e-007     1.86902e-007     7.27249e-007    -4.39771e-006     2.43403e-005
Covariance matrix for REGRESSION 2
[image: image3.png]2 | 3 [ a4 [ 5 [ & [ 7 [ 8 [ s [ 10 [ 1

9296242006 1918092005 45645832007 0000144661 1476760005 00031661 DO03%639 000013216 000141772 0000306189

5256202006 8.058He 007 | 14329008 206289008 495111009 7.30441e008| 1117882007 2112050006 5540346009 1745420007 1.232742007

191809005 | 1438290008 | 2690860008 1295240008 32439%-007 4568830007 3792570008 192551e006 6563620009 6773940007 2420410007

4649630007 205289008 1296240008 1781680006 249563007 9592292008 5921270007 141432006 90869009 333039008 3968420008

0000144861 496111009 324399007 2495690007 998473005 2003026007 1831040005 120403005 620966007 285698007 956220007

1475760005 7304410008 4560830007 | 9592290008 2003020007 319656006 3153210007 2649942006 187863008 30592008 1606992007

000351681 1117882007 | 3790572008 592127007 1831040005 3153212007 000054266 -0.000638437 2056250005 252619005 5002656005

0003939 2112050008 1925610008 1414920006 1204030005 2643340008 0000638437 000177293 252291005 0000106601 -0.000138736

00001216 5540340003 6583620009 90863009 620950007 167863008 205250005 2522916005 7.89244e007 9834072007 199396006

0000141772 174542007 677394007 333039008 2856982007 3059008 252619005 0000106601 9834076007 17489005 7.972%008

0000306189 1292742007 -2.42041e007 | 3966420008 956220007 160893007 5002550005 000013673 -1.9939e-006 7.97235006 1103082005





 0.0234019     -9.29624e-006    -1.91809e-005    -4.64883e-007    -0.000144661     -1.47576e-005    -0.00351681     0.00395398
 0.00013216     0.000141772     -0.000306189

-9.29624e-006   8.05894e-007     1.43829e-008     2.05289e-008     4.96111e-009    -7.30441e-008     1.11788e-007   2.11205e-006
 5.54034e-009   1.74542e-007    -1.29274e-007

-1.91809e-005   1.43829e-008     2.88886e-006    -1.29524e-006    -3.24399e-007     4.56883e-007     3.79257e-008   1.92551e-006
-6.58362e-009   6.77394e-007    -2.42041e-007

-4.64883e-007   2.05289e-008    -1.29524e-006     1.78168e-006     2.49569e-007     9.59229e-008    -5.92127e-007  -1.41492e-006
 9.0869e-009   -3.33039e-008     3.96842e-008

-0.000144661    4.96111e-009    -3.24399e-007     2.49569e-007     9.98473e-005    -2.00902e-007     1.83104e-005  -1.20403e-005
-6.2095e-007   -2.85698e-007     9.5622e-007

-1.47576e-005  -7.30441e-008     4.56883e-007     9.59229e-008    -2.00902e-007     3.19658e-006    -3.15321e-007   2.64994e-006
 1.87863e-008  -3.059e-008      -1.60699e-007

-0.00351681     1.11788e-007     3.79257e-008    -5.92127e-007     1.83104e-005    -3.15321e-007     0.00054266    -0.000638437
-2.05825e-005  -2.52419e-005     5.00265e-005

 0.00395398     2.11205e-006     1.92551e-006    -1.41492e-006    -1.20403e-005     2.64994e-006    -0.000638437    0.00177293
 2.52291e-005   0.000106601     -0.000138736

 0.00013216     5.54034e-009    -6.58362e-009     9.0869e-009     -6.2095e-007      1.87863e-008    -2.05825e-005   2.52291e-005
 7.89244e-007   9.83407e-007    -1.99395e-006

 0.000141772    1.74542e-007     6.77394e-007    -3.33039e-008    -2.85698e-007     -3.059e-008     -2.52419e-005   0.000106601
 9.83407e-007   1.7489e-005     -7.97235e-006

-0.000306189   -1.29274e-007    -2.42041e-007     3.96842e-008     9.5622e-007      -1.60699e-007    5.00265e-005  -0.000138736
-1.99395e-006  -7.97235e-006     1.10308e-005
3.  This third set of results is computed using White’s heteroscedasticity consistent, robust estimator of the covariance matrix.  
a.  How is the White estimator computed?

b.  Looking at these results, would you conclude that there is evidence of heteroscedasticity in these data?

+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=WAGE     Mean                 =   2.296821     |

|              Standard deviation   =   .5282364     |

| WTS=none     Number of observs.   =      17919     |

| Model size   Parameters           =          8     |

|              Degrees of freedom   =      17911     |

| Residuals    Sum of squares       =   4119.734     |

|              Standard error of e  =   .4795950     |

| Fit          R-squared            =   .1760081     |

|              Adjusted R-squared   =   .1756861     |

| Model test   F[  7, 17911] (prob) = 546.55 (.0000) |

| Autocorrel   Durbin-Watson Stat.  =   .8037784     |

|              Rho = cor[e,e(-1)]   =   .5981108     |

| White heteroscedasticity robust covariance matrix  |

| Br./Pagan LM Chi-sq [  7]  (prob) = 212.52 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|     .98965433       .03355994    29.489   .0000

 EXP     |     .03951038       .00090352    43.730   .0000   8.36268765

 MED     |    .709887D-04      .00171458      .041   .9670   11.4719013

 FED     |     .00531681       .00135452     3.925   .0001   11.7092472

 BROKEN  |    -.05286954       .01010354    -5.233   .0000    .15385903

 SIBS    |     .00487138       .00178017     2.736   .0062   3.15620291

 EDUC    |     .07118866       .00235798    30.191   .0000   12.6760422

 ABILITY |     .07736880       .00497931    15.538   .0000    .05237402

4.  Munnell, A., “Why has Productivity Declined? Productivity and Public Investment,” New England Economic Review, 1990, pp. 3-22, examined the productivity of public capital in a panel of data using 48 states and 17 years.  These data are examined at length (and, alas, erroneously) in Chapter 10 of the 6th edition of your text.  In this exercise, we will use a very simple version of her model,

logGSPit = β1 β2logPublicKit + β3logPrivateKit + β4logLaborit + εit 
where GSP is gross state product.  Ordinary least squares regression results appear below.  KP is public capital; PC is private capital.

a.  Test the hypothesis that the marginal products of  (coefficients on) private and public capital are the same.
b.  Test the hypothesis of constant returns to scale (that is, the hypothesis that the three coefficients sum to 1.0)

c.  Test the two hypotheses simultaneously.
+----------------------------------------------------+

| Ordinary    least squares regression               |

| LHS=LOGGSP   Mean                 =   10.50885     |

|              Standard deviation   =   1.021132     |

| WTS=none     Number of observs.   =        816     |

| Model size   Parameters           =          4     |

|              Degrees of freedom   =        812     |

| Residuals    Sum of squares       =   6.469532     |

|              Standard error of e  =   .8926031E-01 |

| Fit          R-squared            =   .9923871     |

|              Adjusted R-squared   =   .9923589     |

| Model test   F[  3,   812] (prob) =******* (.0000) |

| Diagnostic   Log likelihood       =   815.7689     |

|              Restricted(b=0)      =  -1174.417     |

|              Chi-sq [  3]  (prob) =3980.37 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    1.64886431       .05833603    28.265   .0000

 LOGKP   |     .15078348       .01735707     8.687   .0000   9.67920583

 LOGPC   |     .30553817       .01037855    29.439   .0000   10.5594618

 LOGEMP  |     .59815198       .01390006    43.032   .0000   6.97849785

Asymptotic Covariance Matrix
               1             2             3             4

       1|     .00340      -.00059         -.00020           .00064

       2|    -.00059       .00030         -.00009078016    -.00020

       3|    -.00020      -.00009078016    .00011          -.000008636263

       4|     .00064      -.00020         -.000008636263    .00019

5.  The three sets of results below show the least squares estimates for two of the states, then the results for these two states combined.  (Presumably, these two are representative of the 48 in the data set.)
a.  Theory 1 states that the coefficient vectors are the same for the two states. Is there an optimal way that I  could combine these two estimators to form a single efficient estimator of the model parameters?  How should I do that?  Describe the computations in detail.

b.  Use a Chow test to test the hypothesis that the two coefficient vectors are the same.  Explain the computations in full detail so that I know exactly how you obtained your result.

c.  Use a Wald test to test the hypothesis that the coefficients are the same.  Again, document your  computations.

d.  Is there any particular reason to use the Wald test or the Chow test – i.e., one and not the other?  What assumptions would justify each.  Do the regression results suggest that one or the other test might be appropriate?  Explain.
e.  Theory 2 states that the coefficient vectors are different for the two states.  In addition, it is obvious that since there are two observations for each period in the combined data set, these two observations should be correlated. So, a seemingly unrelated regression model applies.  Show (IN THEORY) exactly how to compute the FGLS estimator for the two equation SUR model.  How would the estimator differ from the one that you examined earlier, that is separate regressions.  
f.   The covariance matrix of the two vectors of least squares residuals is
               1             2

        +----------------------------

       1|     .00053       .00011

       2|     .00011       .00013

      What would you expect the FGLS estimator to look like, based on this result, similar to the single equation 
     results, or very different.  Explain?

+----------------------------------------------------+

| LHS=LOGGSP   Mean                 =   10.53753     |

|              Standard deviation   =   .1584103     |

| WTS=none     Number of observs.   =         17     |

| Model size   Parameters           =          4     |

|              Degrees of freedom   =         13     |

| Residuals    Sum of squares       =   .9063141E-02 |

|              Standard error of e  =   .2640388E-01 |

| Fit          R-squared            =   .9774269     |

|              Adjusted R-squared   =   .9722177     |

| Model test   F[  3,    13] (prob) = 187.64 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    6.20005924      3.26548334     1.899   .0800

 LOGKP   |   -1.11530796       .69214743    -1.611   .1311   9.79136043

 LOGPC   |     .49706712       .25806357     1.926   .0762   10.8133466

 LOGEMP  |    1.38609118       .30315422     4.572   .0005   7.13004557

               1             2             3             4

        +--------------------------------------------------------

       1|   10.66338     -2.24221       .68603       .54315

       2|   -2.24221       .47907      -.14467      -.12400

       3|     .68603      -.14467       .06660       .00145

       4|     .54315      -.12400       .00145       .09190

+----------------------------------------------------+

| LHS=LOGGSP   Mean                 =   11.54882     |

|              Standard deviation   =   .2287890     |

| WTS=none     Number of observs.   =         17     |

| Model size   Parameters           =          4     |

|              Degrees of freedom   =         13     |

| Residuals    Sum of squares       =   .2267268E-02 |

|              Standard error of e  =   .1320626E-01 |

| Fit          R-squared            =   .9972928     |

|              Adjusted R-squared   =   .9966681     |

| Model test   F[  3,    13] (prob) =1596.37 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    1.81099728      1.00540552     1.801   .0949

 LOGKP   |     .48580792       .28675566     1.694   .1140   10.5943058

 LOGPC   |    -.24199469       .13905321    -1.740   .1054   11.3937222

 LOGEMP  |     .91031345       .09078688    10.027   .0000   8.07221529

               1             2             3             4

        +--------------------------------------------------------

       1|    1.01084      -.28472       .12393       .07353

       2|    -.28472       .08223      -.03730      -.02000

       3|     .12393      -.03730       .01934       .00631

       4|     .07353      -.02000       .00631       .00824

+----------------------------------------------------+

| LHS=LOGGSP   Mean                 =   11.04318     |

|              Standard deviation   =   .5486085     |

| WTS=none     Number of observs.   =         34     |

| Model size   Parameters           =          4     |

|              Degrees of freedom   =         30     |

| Residuals    Sum of squares       =   .3297875E-01 |

|              Standard error of e  =   .3315557E-01 |

| Fit          R-squared            =   .9966796     |

|              Adjusted R-squared   =   .9963475     |

| Model test   F[  3,    30] (prob) =3001.65 (.0000) |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |t-ratio |P[|T|>t]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|    2.63395245       .82374079     3.198   .0033

 LOGKP   |    -.02655970       .19357706     -.137   .8918   10.1928331

 LOGPC   |     .05983913       .04814774     1.243   .2236   11.1035344

 LOGEMP  |    1.05451622       .17031130     6.192   .0000   7.60113043

               1             2             3             4

        +--------------------------------------------------------

       1|     .67855      -.14905      -.01781       .13662

       2|    -.14905       .03747       .00111      -.03227

       3|    -.01781       .00111       .00232      -.00254

       4|     .13662      -.03227      -.00254       .02901

6. We now return to the panel data set examined in question 2.  The results below show OLS, fixed effects and random effects estimates.  

a.  Test the hypothesis of ‘no effects’ vs. ‘some effects’ using the results given below.

b.  Explain in precise detail the difference between the fixed and random effects model.

c.  Carry out the Hausman test for fixed effects and report your conclusion.  Carefully explain what you are doing in this test.

d.  In the context of the fixed effects model, test the hypothesis that there are no effects – i.e., that   all  ndividuals have the same constant term.  (The statistics you need to carry out the test are given in the results.)
+----------------------------------------------------+

| OLS Without Group Dummy Variables                  |

| Ordinary    least squares regression               |

| LHS=WAGE     Mean                 =   2.296821     |

|              Standard deviation   =   .5282364     |

| WTS=none     Number of observs.   =      17919     |

| Model size   Parameters           =          5     |

|              Degrees of freedom   =      17914     |

| Residuals    Sum of squares       =   4120.874     |

|              Standard error of e  =   .4796212     |

| Fit          R-squared            =   .1757801     |

|              Adjusted R-squared   =   .1755961     |

| Model test   F[  4, 17914] (prob) = 955.12 (.0000) |

| Diagnostic   Log likelihood       =  -12257.32     |

|              Restricted(b=0)      =  -13989.35     |

|              Chi-sq [  4]  (prob) =3464.06 (.0000) |

| Info criter. LogAmemiya Prd. Crt. =  -1.469238     |

|              Akaike Info. Criter. =  -1.469238     |

+----------------------------------------------------+

+----------------------------------------------------+

| Panel Data Analysis of WAGE       [ONE way]        |

|           Unconditional ANOVA (No regressors)      |

| Source      Variation   Deg. Free.     Mean Square |

| Between       2795.69        2177.     1.28419     |

| Residual      2204.04       15741.     .140019     |

| Total         4999.73       17918.     .279034     |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 EXP     |     .03961671       .00089692    44.170   .0000   8.36268765

 EDUC    |     .19746165       .01718550    11.490   .0000   12.6760422

 EDSQ    |    -.00470726       .00063536    -7.409   .0000   164.377588

 EDAB    |     .00674776       .00037738    17.880   .0000   1.60372621

 Constant|     .22543337       .11591327     1.945   .0518

+----------------------------------------------------+

| Least Squares with Group Dummy Variables           |

| Ordinary    least squares regression               |

| LHS=WAGE     Mean                 =   2.296821     |

|              Standard deviation   =   .5282364     |

| WTS=none     Number of observs.   =      17919     |

| Model size   Parameters           =       2182     |

|              Degrees of freedom   =      15737     |

| Residuals    Sum of squares       =   1769.553     |

|              Standard error of e  =   .3353287     |

| Fit          R-squared            =   .6460701     |

|              Adjusted R-squared   =   .5970187     |

| Model test   F[***, 15737] (prob) =  13.17 (.0000) |

| Diagnostic   Log likelihood       =  -4683.510     |

|              Restricted(b=0)      =  -13989.35     |

|              Chi-sq [***]  (prob) =******* (.0000) |

| Info criter. LogAmemiya Prd. Crt. =  -2.070380     |

|              Akaike Info. Criter. =  -2.071594     |

| Estd. Autocorrelation of e(i,t)     .226821        |

+----------------------------------------------------+

+----------------------------------------------------+

| Panel:Groups   Empty       0,   Valid data    2178 |

|                Smallest    1,   Largest         15 |

|                Average group size             8.23 |

+----------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 EXP     |     .03865572       .00076038    50.838   .0000   8.36268765

 EDUC    |     .23258879       .04751325     4.895   .0000   12.6760422

 EDSQ    |    -.00470394       .00176606    -2.664   .0077   164.377588

 EDAB    |     .02854571       .00846880     3.371   .0007   1.60372621

+--------------------------------------------------------------------+

|             Test Statistics for the Classical Model                |

+--------------------------------------------------------------------+

|       Model            Log-Likelihood  Sum of Squares    R-squared |

|(1)  Constant term only   -13989.35052  .4999725975D+04    .0000000 |

|(2)  Group effects only    -6650.69444  .2204037620D+04    .5591683 |

|(3)  X - variables only   -12257.31866  .4120873648D+04    .1757801 |

|(4)  X and group effects   -4683.50926  .1769552677D+04    .6460701 |

+--------------------------------------------------------------------+

|                        Hypothesis Tests                            |

|         Likelihood Ratio Test           F Tests                    |

|         Chi-squared   d.f.  Prob.       F    num. denom.   P value |

|(2) vs (1) 14677.312   2177  .00000    9.172  2177   15741   .00000 |

|(3) vs (1)  3464.064      4  .00000  955.123     4   17914   .00000 |

|(4) vs (1) 18611.683   2181  .00000   13.171  2181   15737   .00000 |

|(4) vs (2)  3934.370      4  .00000  965.991     4   15737   .00000 |

|(4) vs (3) 15147.619   2177  .00000    9.605  2177   15737   .00000 |

+--------------------------------------------------------------------+

+--------------------------------------------------+

| Random Effects Model: v(i,t) = e(i,t) + u(i)     |

| Estimates:  Var[e]              =   .112445D+00  |

|             Var[u]              =   .117591D+00  |

|             Corr[v(i,t),v(i,s)] =   .511185      |

| Lagrange Multiplier Test vs. Model (3) =17670.62 |

| ( 1 df, prob value =  .000000)                   |

| (High values of LM favor FEM/REM over CR model.) |

| Baltagi-Li form of LM Statistic =        7310.10 |

| Fixed vs. Random Effects (Hausman)     =   54.58 |

| ( 4 df, prob value =  .000000)                   |

| (High (low) values of H favor FEM (REM).)        |

|             Sum of Squares          .417038D+04  |

|             R-squared               .170935D+00  |

+--------------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 EXP     |     .03941919       .00072051    54.710   .0000   8.36268765

 EDUC    |     .18291694       .02818636     6.490   .0000   12.6760422

 EDSQ    |    -.00335822       .00102860    -3.265   .0011   164.377588

 EDAB    |     .00567682       .00077990     7.279   .0000   1.60372621

 Constant|     .15385761       .19080450      .806   .4200
7  The data listed on the next two pages of this exam are the Burnett data that are discussed in Section 21.6.6 in the 5th edition of your text and 23.8.4 in the 6th edition.  The variable of interest in this part of this exam is y2, “presence of a womens studies program.”   Other variables are z2 = ranking, z3 = size of the economics faculty, z4 = percent of the economics faculty that is female, z5 = religious affilitation and z6 = percent of women on the college faculty.  Ignore the region dummy variables, z7 – z10.  (To transport the data to a statistical package, you can copy/paste them right out of this document into any other place as ASCII test.  Of, you can download the data file from the website for the text.  If you have problems managing the data, get in touch with me and we’ll work it out.)
A.  Your assigment is to estimate a binary choice model using these data.  (You may fit a probit model or a logit model – your choice.  Indicate in your report which form you used.) You are going to decide what variables are to be in the equation.  Report your results.  As part of your analysis, compute the partial effect on the probability of having a womens study program of having one more economist on the faculty.  Report your result, and interpret it.  Compute the partial effect of having a religious affiliation.  Explain your computations.
B.  Notice that the academic reputation variable suddenly jumps from 44 to 160.  This is actually two groups of colleges.  Your first model pools the full sample.  Now, split the sample based on this variable, and compute the two probit models for the subsamples.  Carry out a likelihood ratio test of the hypothesis that pooling is valid versus the alternative that separate models apply to the two subsamples.  (Hint: The statistic is 2[lnL(1) + lnL(2) – lnL(pooled)] and the number of degrees of freedom is the number of coefficients in the model.)
    y1   y2   z2  z3    z4    z5    z6    z7   z8   z9   z10

    1    1    1   20  .2000    0  .2912    0    0    1    0

    1    1    1    9  .1100    0  .2727    0    0    1    0

    1    1    3   10  .2000    0  .3032    0    0    1    0

    1    1    3   16  .3750    0  .5509    0    0    1    0

    1    1    8    8  .1250    0  .3469    0    1    0    0

    1    1    8   10  .2000    0  .3389    0    0    1    0

    1    1    5   14  .0710    0  .2845    0    0    1    0

    1    1   15   11  .0900    0  .2675    0    0    1    0

    0    1    5    6  .1660    0  .3186    0    0    1    0

    1    1    8   16  .3100    0  .4552    0    0    1    0

    0    1    8    6  .5000    0  .4594    0    0    1    0

    0    1    5    9  .1100    0  .2933    0    0    0    1

    0    1   13    9  .2200    0  .4200    0    0    1    0

    1    1   13    8  .2500    0  .3730    0    0    0    1

    1    1   20   11  .2700    0  .3125    0    0    1    0

    1    1   20   16  .0600    0  .1538    0    1    0    0

    1    1   17   16  .1870    0  .2551    0    0    1    0

    0    1   15    7  .1420    1  .2110    1    0    0    0

    1    1   17    9  .3300    0  .3976    0    0    1    0

    1    1    8    8  .1250    0  .3684    0    0    0    1

    1    1   29   10  .2000    0  .3209    0    0    1    0

    0    0   24   12  .0000    0  .1470    1    0    0    0

    1    1   20    8  .2500    0  .3077    0    0    1    0

    1    1   24   11  .1800    0  .2971    0    0    1    0

    0    1   36   15  .3300    1  .2470    0    0    1    0

    1    1   20   10  .4000    0  .5433    0    0    1    0

    1    1   24   12  .2500    0  .3699    0    0    1    0

    0    1   36   15  .0660    1  .2802    0    0    1    0

    1    1   29   13  .3100    0  .2834    0    1    0    0

    1    1   33    6  .1660    0  .3600    0    0    1    0

    0    1   33    8  .3750    0  .3000    0    0    1    0

    0    1   29    6  .1670    0  .3440    0    1    0    0

    1    1   36    3  .6600    0  .4860    0    0    1    0

    1    1   44    9  .1100    0  .2424    0    0    1    0

    1    0   44    5  .2000    1  .1573    1    0    0    0

    0    0  160    4  .2500    0  .3428    0    0    1    0

    0    0  152    4  .5000    1  .4736    0    0    1    0

    0    1  145    5  .4000    0  .4440    0    0    1    0

    1    0  152    4  .7500    1  .8880    0    0    1    0

    0    0  141   16  .1875    0  .5136    0    0    1    0

    0    0  162    3  .3300    0  .3141    0    0    1    0

    0    1  152    2  .0000    1  .1805    0    0    1    0

    0    1  145    7  .4280    0  .5454    0    0    1    0

    0    0  149    2  .5000    1  .6000    0    0    1    0

    0    0  142    8  .1660    1  .4637    0    0    1    0

    0    1  149    3  .6600    1  .6860    0    0    1    0

    0    0  143    7  .1430    0  .2940    0    0    1    0

    0    0  152    2  .0000    1  .1372    0    0    1    0

    0    1  152    5  .2000    1  .5769    0    0    1    0

    0    1  145    2  .0000    0  .4600    0    0    1    0

    0    0  145    2 1.0000    1  .7659    0    0    1    0

    0    0  149    9  .5500    1  .4750    0    0    1    0

    0    0  162    3  .6600    0  .5077    0    0    1    0

    0    0  144    7  .0000    1  .2500    0    0    1    0

    0    0  147    7  .0000    0  .1190    0    1    0    0

    1    1  152    8  .6250    1  .6480    0    1    0    0

    0    0  179    3  .0000    0  .6700    0    1    0    0

    1    1  142    9  .2200    0  .3700    0    1    0    0

    0    0  156    6  .2700    1  .2700    0    1    0    0

    0    0  143    6  .0000    1  .2000    0    1    0    0

    0    0  147    1  .0000    1  .5000    0    1    0    0

    0    0  156    6  .3300    1  .5880    0    1    0    0

    0    1  143    5  .4000    1  .7037    0    1    0    0

    0    0  147   10  .3000    1  .4105    0    1    0    0

    0    0  145    5  .2000    0  .3368    0    1    0    0

    0    0  147    5  .2000    1  .2857    0    1    0    0

    0    0  164    2  .0000    1  .3448    0    1    0    0

    0    0  156    3  .0000    1  .1315    0    1    0    0

    0    1  141    9  .1100    1  .2948    0    1    0    0

    0    0  146    2  .5000    1  .3035    0    1    0    0

    0    0  147    8  .3750    1  .2033    0    0    0    1

    0    0  144    9  .6600    0  .7307    0    0    0    1

    0    1  181    7  .2850    0  .4576    0    0    0    1

    0    0  181    4  .5000    1  .4400    0    0    0    1

    0    0  164   11  .0900    1  .2763    0    0    0    1

    0    0  190    2  .5000    1  .6360    0    0    0    1

    0    1  164    7  .2850    1  .5567    0    0    0    1

    0    0  174    4  .2500    1  .2800    0    0    0    1

    0    0  152    1  .0000    1  .3108    0    0    0    1

    0    0  190    4  .0000    1  .2973    0    0    0    1

    0    1  159    4  .0000    0  .2950    0    0    0    1

    0    0  159    3  .1100    1  .2461    0    0    0    1

    0    0  145    7  .1428    1  .2711    0    0    0    1

    0    0  143    8  .1250    0  .2100    0    0    0    1

    1    1  145    5  .2000    1  .3428    0    0    0    1

    0    0  147    6  .1660    1  .1458    0    0    0    1

    0    0  164    5  .4000    1  .2220    0    0    0    1

    0    1  152    6  .1660    0  .1969    0    0    0    1

    0    0  213    5  .4000    1  .6739    0    0    0    1

    0    1  152    6  .1660    0  .2000    0    0    0    1

    0    0  152    2  .0000    1  .1846    0    0    0    1

    0    0  152    7  .0000    1  .2083    0    0    0    1

    0    1  159    5  .0000    1  .3960    0    0    0    1

    0    0  164    5  .2000    1  .1632    0    0    0    1

    0    1  142    8  .1250    1  .3409    0    0    0    1

    0    0  152    8  .7500    1  .6660    0    0    0    1

    0    0  147    6  .6600    1  .3090    0    0    0    1

    0    0  147    7  .0000    0  .1839    0    0    0    1

    0    0  181    8  .2500    1  .3148    0    0    0    1

    0    1  152    6  .0000    0  .2967    0    0    0    1

    0    1  174    3  .3300    1  .5147    0    0    0    1

    0    0  147    7  .4280    1  .1613    0    0    0    1

    0    1  141    6  .1670    1  .2571    0    0    0    1

    0    0  150    7  .1430    1  .2310    1    0    0    0

    0    0  176    4  .5000    1  .1818    1    0    0    0

    0    0  144   14  .4280    0  .2235    1    0    0    0

    0    0  156    9  .2200    1  .3350    1    0    0    0

    0    0  176    4  .7500    1  .5737    1    0    0    0

    0    0  146    6  .5000    0  .2884    1    0    0    0

    0    0  165    8  .1250    1  .4762    1    0    0    0

    0    1  150    6  .1660    1  .2500    1    0    0    0

    0    0  156    3  .0000    1  .2972    1    0    0    0

    0    0  156    4  .2500    1  .3650    1    0    0    0

    0    0  165    4  .2500    1  .2220    1    0    0    0

    0    0  185    6  .1660    1  .3600    1    0    0    0

    0    0  153    5  .4000    1  .3720    1    0    0    0

    0    0  165    5  .2000    1  .3804    1    0    0    0

    1    1  146    2 1.0000    1  .4714    1    0    0    0

    0    0  156    2  .5000    0  .4186    1    0    0    0

    0    0  146    4  .0000    0  .2280    1    0    0    0

    0    0  143    8  .2500    1  .1857    1    0    0    0

    0    0  153    3  .0000    1  .4137    1    0    0    0

    0    0  146    3  .0000    1  .3736    1    0    0    0

    0    0  194    3  .0000    1  .6461    1    0    0    0

    1    1  144    6  .6700    0  .5604    1    0    0    0

    0    0  150   10  .1000    1  .2180    1    0    0    0

    0    1  141    7  .2850    1  .2950    1    0    0    0

    0    0  161   10  .3000    1  .3157    1    0    0    0

    0    0  176    3  .0000    1  .1388    1    0    0    0

    0    0  153    1  .0000    1  .4838    1    0    0    0

    0    0  165    5  .2000    1  .3207    1    0    0    0

    0    0  141    4  .0000    1  .1500    1    0    0    0

8.  This question involves a small amount of “library” research.  (You can do it on the web, of course.)  Locate an empirical (applied) paper (study) in any field (political science, economics, finance, management, accounting, pharmacology, environment, etc.) that is an application of the “sample selection” (or “selectivity” or “Heckman’s” model.  Report (a) what empirical issue the study was about; (b) what the model was; (c) what estimation technique the author used; (d) (briefly) what results they obtained.  In part (d), describe the actual statistics that the author reported, and what conclusion they drew.  This entire essay should not exceed one double spaced page.
9.  In the paper “Convenient Estimators for the Panel Probit Model,” the authors Michael Lechner and Irene Bertschuk propose to “simplify” estimation of a binary choice model by making use of the relationship


E[y|x]  =  F((1 + (2x).

where y is a binary variable (such as Women’s study program in the earlier question), x is an independent variable and F(.) is the probability model used for the binary choice.  They suggest an instrumental variable style estimator, based on the set of orthogonality conditions suggested by
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where z1, z2, and z3 are three instrumental variables.
a.  Explain how to use this model to obtain GMM estimators of the model parameters.  Be precise
     and detailed on the computations that you will do.  Include in your description exactly what
     computations you will do to obtain the estimator and also how you will estimate the asymptotic
     covariance matrix of for your estimator
b.  Note that there are two unknown parameters and 4 moment conditions.  How can you use this to

     test the specification of the model?

10.  This question is based on the the health care utilization data used for several examples in class.  In the following model, we analyze the number of hospital visits using a Poisson regression model.  The model is


Prob[Visits = Vi]  =  exp(-(i) (iVi / Vi! where


(i  

=  exp((1 + (2Educi + (3Femalei + (4Marriedi + (5Agei + β6 Agei2)
Regression results appear below.


a.  Test the hypothesis that the number of visits is unrelated to AGE using a Wald test.


b.  Compute the marginal effect of an additional year in age on the expected number of visits.


c.  Prove that the sample mean of the estimated (is (that is, the estimates of (i when you plug in the


     data and the maximum likelihood estimates of the parameters) equals the sample mean of

    Visitsi.  (Note, this is a common result in ‘loglinear’ models such as this.)


d.  Carry out a likelihood ratio test of the hypothesis that the five coefficients on Educ, Female,


     Married, Age and Agesq are all zero.


e.  Show exactly how to compute a Lagrange multiplier test statistic for testing the hypothesis that


     the coefficient on Kids, a dummy variable for whether there are kids in the household, is zero.

     Note that Kids is not in the model, and I want to know if it has been inappropriately omitted.

     When I do this test, the actual test value that is computed is 0.06686.  Should the hypothesis

     that the coefficient on Kids in this model is zero be rejected?  Explain your answer precisely.
+---------------------------------------------+

| Dependent variable              HOSPVIS     |

| Weighting variable                 None     |

| Number of observations            27326     |

| Log likelihood function       -13348.15     |

| Number of parameters                  6     |

| Restricted log likelihood     -13433.21     |

+---------------------------------------------+

+--------+--------------+----------------+--------+--------+----------+

|Variable| Coefficient  | Standard Error |b/St.Er.|P[|Z|>z]| Mean of X|

+--------+--------------+----------------+--------+--------+----------+

 Constant|   -1.08985394       .28075456    -3.882   .0001

 EDUC    |    -.07349005       .00841249    -8.736   .0000   11.3206310

 FEMALE  |     .08029818       .03330274     2.411   .0159    .47877479

 MARRIED |    -.03846156       .03968692     -.969   .3325    .75861817

 AGE     |    -.01388599       .01254431    -1.107   .2683   43.5256898

 AGESQ   |     .00025444       .00013925     1.827   .0677   2022.85549
Asymptotic covariance matrix
 0.0788231   - 0.000827283   -0.000881605    0.00118899    -0.00322552    3.48361e-005

-0.000827283   7.07699e-005   5.14414e-005   1.82685e-005  -1.6284e-006   4.03111e-008

-0.000881605   5.14414e-005   0.00110907     6.79781e-005  -1.09224e-005  8.55627e-008

 0.00118899    1.82685e-005   6.79781e-005   0.00157505    -0.000115512   1.1933e-006

-0.00322552   -1.6284e-006   -1.09224e-005  -0.000115512    0.00015736   -1.73504e-006

 3.48361e-005  4.03111e-008   8.55627e-008   1.1933e-006   -1.73504e-006  1.93917e-008
Part II.  Model Building [50 points]
The Science Times section of the Tuesday, November 27, 2007 (p. D1) New York Times (NYT) has the following headline: “Study Finds Reproductive Edge for Men with Deep Voices”  The study cited was published as shown above in the online version of the journal Biology Letters (BL)  The NYT reports 

“After controlling for age, voice pitch was a highly accurate predictor of the number of children a man fathered, and those with deeper voices fathered significantly more.  The researchers estimated that voice quality alone could account for 42 percent of the variance in men’s reproductive success.”  
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You can answer all the questions below without having the original article, but if you would prefer to access it, you can reach the article by going through the Stern or NYU server (NYU subscribes to the journal) at the following URL:

http://www.journals.royalsoc.ac.uk/content/t42638t632615745/fulltext.pdf

(Your private home account won’t have access to the PDF version of the article.)

The study is based on a survey of people living in a savannah woodland habitat in Tanzania.  Age and number of children born are determined by questioning by the researchers (in Swahili).  Voice pitch is measured by a technical procedure that analyzes a recording of the person’s saying the Swahili word “hujambo” which loosely translates to the English word “hello.” A lower value of the voice pitch measure corresponds to a deeper voice.
The following questions are based on the NYT article and the source BL study.  

1.  Their sample produced the following for the measure of voice pitch



Mean

Standard Deviation
Sample Size


Men

115.76


19.75

          53


Women

209.71


36.76

          54
a.    Test the hypothesis that the population mean for men is 100.  Explain your assumptions and show your calculations in detail.

b.    Test the hypothesis that the population mean for women is greater than the population mean for men.  It seems obvious looking at the statistics that it would be inappropriate to assume the two variances are the same.
2.  Describe in detail the statistical technique that the researchers used for this study.

3.  Explain the meaning of the 42 percent figure given in the quote.

4. Provide an interpretation of the NYT claim that voice pitch was a “highly accurate”
      predictor.

The NYT article goes on to state 

“The reasons that a lower-pitched voice gives a man a greater chance of producing many offspring are not clear, but the researchers make several suggestions…”  

d.  How does the concept of a Type I error in statistical testing relate to the preceding
      statement?  Explain.

Turning now to the actual BL article, the authors state 

“Voice pitch was not found to be a significant predictor of women’s reproductive success  (( = -0.058; p = 0.678) …, after controlling for age.” (page 682)  

e.  What does the reported value p = 0.678 mean?

f.  Can you provide a specific interpretation to the reported value of -0.058 reported in the
     study?

The authors go on to state in the BL article

“However, there was a significant effect for voice pitch, controlling for age, as a predictor of men’s reproductive success (( = -0.322; p = 0.006).  In other words, men with low voice pitch have more surviving children… This model explained approximately 42% of the variance in men’s reproductive success (R 2 = 0.418; degrees of freedom = 47, F = 16.85; p < 0.001).”

g.   How many observations were used in this computation?

h.   Explain the meaning of the F statistic and the associated p value reported.

i.   This is the study/model that is described by the NYT article.  Note that there is an error

      in the NYT description where it states “…  voice quality alone could account for 42% …

      Explain the inconsistency between the statement by the authors and the statement by

      The NYT.

The figure below appears in the paper.  The caption claims that the scatter plot “shows a negative relationship between male voice pitch and reproductive success.”  Does it show that?  (Ignore the standardization of the residuals – assume that the figure is a plot of residuals as discussed against voice pitch.
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Figure 1. Residuals from regression of reproductive su
on age plotted against voice pitch. This scatter plot shows a
negative relationship between male voice pitch and repro-
ductive suc





Later, it is stated 

“[W]hen controlling for both linear and quadratic effects of age simultaneously, the significance of voice pitch in the models did not change.  However, importantly, the effect of voice pitch on reproductive success (R2 = 0.483; F = 14.30; degrees of freedom = 46; p < 0.001; ( = -0.291; p = 0.01) … in men decreased slightly.  

j.  Based on these results, test the hypothesis that the coefficient on Age2 in the model is zero.

At the end of the presentation of the statistical results section, the authors state:

“Finally, there were no associations between voice pitch and age in either men (r = 0.85; p = 0.549) or women (r = 0.048 ; p = 0.732).”

k. The interesting variable in the model was reproductive success.  Why are the authors
    concerned with these “associations.”

l.  Do the results of the study imply that if a man wants to have more surviving children, he
    should speak with a deep voice?
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