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1. Applied Econometrics

This question involves “library” research. Locate an empirical (applied) paper (study) in any field
(political science, economics, finance, management, accounting, pharmacology, environment, energy,
urban economics, etc.) in which a model that involved an endogenous variable on the right hand side is
estimated. (This should be easy to find — most of the contemporary applied literature deals with such
situations.) Report (a) what empirical issue the study was about; (b) what the model was; (c) what
estimation technique the author used; (d) (briefly) what results they obtained. In part (d), describe the
actual statistics that the author reported, and what conclusion they drew. This entire essay should not
exceed one double spaced page.



2. Properties of the Least Squares Estimator

Show (algebraically) how the ordinary least squares coefficient estimator, b, and the estimated
asymptotic covariance matrix are computed. Ignore any considerations of robustness. (We will
approach this in Sections 3 and 4.)

. What are the finite sample properties of the ordinary least squres estimator in the context of the linear

regression model? Make your assumptions explicit.

What are the asymptotic properties of the ordinary least squares estimator? Again, be explicit about all

assumptions, and explain your answer carefully.

3. Interpreting Regression Results

The results below are extracted from a paper that examined survey data about individuals’ preferences for
reliability of electricity service. The data used for the study are a three round panel data set with about
2,400 individuals. Each individual answered 3 surveys with 3 different offerings. A model was fit for

which estimated parameters ﬁare computed. Willingness to pay for reliability, Vﬁﬁ , for each individual

i=1,...,2400, is computed using Pand the three sets of data. The results below show the regression of

In(WTP ) on several variables given several specifications. Informal user and Satisfaction are dummy
variables.

a.

Notice in the footnotes the author states that “Robust standard errors are in parentheses.” How would
these “robust standard errors” be computed? What assumption are the standard errors robust to? (Tip:
The data for this part of the analysis are a cross section. Note: the “+2” that appears in the table is used
to avoid taking logs of nonpositive values.)

Using the results of specification (5) estimate the effect of being an “Informal user” on In(WTP). (Tip:
The mean value of “Satisfaction” is 0.73.) Compare your result to the estimate based on specification
(2).

The surveys were obtained using a few hundred observations from each of 8 provinces in the
Dominican Republic. Theory 0 (null) states that the model (Specification (6)) for In(WTP) in the
population is the same for all 8 provinces. Theory 1 (alternative) states that the models that apply in
the different provinces are different. How would you use the survey data to test the null hypothesis of
the model against the more general alternative? (Tip: This question asks how you would carry out the
test. The results in Annex 8 are not sufficient for the test.)

Annex 8: Determinants of WTP across Individuals

Dependent: log( WtP for better electricity services)
(1) (2) (3) (4) (5) (6)

Ln(USSper capita hh income/100+2) 0.297*%% 0.347*** 0.346%** 0.290*** 0.301*** 0.240***
(0.037) (0.036) (0.036) (0.032) (0.034) (0.032)

Informal user 0.680*** 0.724*** (0.786*** (0.805*** 1.023***
(0.021) (0.035) (0.035) (0.037) (0.037)

Satisfaction with service 0.159*** 0.176***  0.006 0.009 0.037
(0.025) (0.032) (0.033) (0.032) (0.030)

Informal*Satisfaction -0.069 0.030 0.039 0.001
(0.044) (0.045) (0.045) (0.044)

refrigerator 0.146*** 0.107** 0.057
(0.037) (0.037) (0.037)

Notes: The willingness to pay (W1TTP) estimates are based on model 3. Tt assumes a restricted triangular distribution for
random parameters. The dependent variable is In(WTP,+2) for each individual 7 as generated by model 5. Robust standard

errors are in parentheses.



4. World Health Organization, Modeling Health Attainment

Sections 4 - 6 require you to download some data and compute several regressions:

You may use any software that you have used for the exercises during the semester. The data set
http://people.stern.nyu.edu/wgreene/Econometrics/WHO-balanced-panel.csv (in csv format)
http://people.stern.nyu.edu/wgreene/Econometrics/WHO-balanced-panel.lpj (in nlogit format)

contains the data used in the 2000 World Health Organization study of efficiency of world health systems.
The data set is a balanced panel with 5 years of data, 1993-1997. There were 191 countries in the original
WHO data set. This subset of the data set includes the 140 countries for which all five years of data are
available, for 700 country/year observations in total. The data set includes the following variables:

Country = (text format) country name
LogComp = log of composite measure of health care outcome in the economy
LogDALE = log of disability adjusted life expectancy in the country in the given year
Meanlcmp = country mean of Logcomp, repeated for each year
Loghexp = log of health care expenditure
Meanexp = country mean of Loghexp, repeated for each year
Logeduc = log of average years of education
Meanlhc = country mean of Logeduc, repeated for each year
Loghexp2 = square of loghexp
Logeduc?2 = square of logeduc
Loged_ex = logeduc*loghexp
Loggdpc = log of per capita income
Gini = estimated Gini coefficient for distribution of income
Geff = World Bank measure of government effectiveness
Voice = World Bank index of democratization of the political system
OECD = 0, not a member of OECD; 1, in OECD; 2, not in OECD and 1997.
T93, T94, T95, T96, T97 = year dummy variables for years 1993 to 1997
Define the data matrices: X; = Logeduc,Loghexp =(21,2)
X, = Logeduc2,Loghexp2,Loged_ex = (22 2%, 212,).

T =T94,T95, T96, T97 (1993 ia the base year)

a. Obtain and report the overall, pooled sample means of the variables in (X;)

. Obtain the results of linear regression of logComp on (1, X;) = (1,24,2,). Report all relevant results.

c. What is your estimate of 8, the expenditure elasticity of composite outcome with respect to health care
expenditure? (Tip: This is the coefficient on Loghexp.) Provide point and interval estimates.

d. Since these data are a panel, it seems natural to expect correlation across the observations. As such, the
conventional standard errors probably need correction. Obtain cluster robust standard errors,
clustering on the countries, for the regression results in part b. Discuss the impact of the cluster
correction on the estimated standard errors. Describe how the cluster corrected standard errors are
computed.

e. The authors at WHO included X, in the regression as well. Add X, to the model in part b. Test the
hypothesis that the coefficients on all three variables in X, are zero. (Use the clustered standard errors.)

f. Inpartb, the model is

@ Yy = Bi+Pozi+Pszote
Inparte, itis (2 Y = But Bozy+ Bszo + Bazi® + Pszs’ + Petuzo +e
In part ¢, your estimate of the elasticity is the estimate of B3 in (1). In the model in part e, your
estimate of the elasticity would be & = 0y/0z, = B3 + 2Bsz, + Bez;. You have the means for z; and z; in
part a. What is your new estimate of the elasticity from this expanded model at the means of the
variables? How does this estimate compare to the one you obtained in part c?

g. In part c, you obtained the standard error for your simple estimate of 3. In part f, you obtained a new,
more complex estimate of 5. How would you obtain an estimated standard error for your estimate of &
in part f.?



5. Fixed and Random Effects (FE and RE)

We continue to analyze the WHO data in Section 4. The data are a balanced panel, with 5 years of data. We

consider fixed effects and random effects approaches.

a. What is the theoretical difference between the fixed and random effects linear regression models?

b. You obtained the results of the “pooled” regression in part b of Section 4. Report those results again
(for convenience). (Tip: Use the simple specification in part b, not part e.)

c. Now estimate a fixed effects model. Report the relevant results. Compare the results to those of the

pooled model.

. Does the cluster correction of the standard errors of the fixed effects estimator produce a large
difference? Comment on the results in this regression compared to those in part d in Section 4 (without
the fixed effects).

. Finally, estimate a random effects model and compare your results to the fixed effects results in part d.
(Tip: the focus in this analysis is on the two slope coefficients. Discuss the estimates of these.)

f. It will be useful to determine whether the FE or RE is the preferred model. We will use the Wu, variable
addition test. Add the two means variables to the random effects model in part e. The test consists of
the joint test of the hypothesis that the coefficients on the two group means variables are both zero.
Report your result. On the basis of the test, which is the preferred model, fixed or random?

g. To reinforce a surprising result we discussed in class, we will obtain the FE estimates two ways:

(1) Use your software’s built in “fixed effects” estimator to obtain the coefficients on z; and z, and the
estimated standard errors.

(2) Use a simple linear regression of logComp on (1,z;,2,,meanz;,meanz,) Compare the coefficients on
(z1,2,) and the estimated standard errors to the results in (1) above.

o
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6. Endogeneity and Two Stage Least Squares

In the model
logComp = B + B.logEduc + BslogHexp + ¢,

it is unlikely that health expenditure is exogenous. We reconsider using least squares.

a. Explain the concept of endogeneity in the linear regression model.

b. For purposes of this exercises, we will use only the 1997 data. This becomes a cross section. Estimate
the model using simple least squares.

b. We can use GEFF, GINI and logGDPC as instruments for two stage least squares. Explain how to
compute the 2SLS estimator. Reestimate the model using 2SLS, and report your results. Does your
estimate of the expenditure elasticity change very much? What is your finding?

c. Itis customary to test the relevance assumption with respect to the instrumental variables. In this
context, you would do this by regressing logHEXP on a contant, logEduc and the three instruments,
then test the hypothesis that the coefficients on the three instruments are all zero. Carry out the test and
report your conclusion.

d. A specification test for endogeneity can be carried out using a Wu (variable addition) test. Carry out the
Wu test and comment on whether it appears to support the null hypothesis that logHexp is exogenous in
this model.



7. Binary Choice Modeling

In this exercise, you will estimate a binary choice model. The analysis is based on a “live” data set of
credit card applications. The data file

http://people.stern.nyu.edu/wgreene/Econometrics/amex.csv (and also .Ipj) contains a cross section of
13,444 actual records on applications for a credit card. The variables in the data set include

CARDHLDR =0 for application rejected, 1 if application accepted

AGE =age in years and 12ths.
ACADMOS = number of months living at current address
ADEPCNT = number of dependents in home

MAJORDRG  =number of major derogatory reports (60 days late) currently in credit history
MINORDRG = number of minor derogatory reports (30 days late) in credit history

OWNRENT = 0 rents home, 1 owns home
INCOME = base income (another variable, ADDLINCM = additional income, is omitted)
SELFEMPL = 0 employed by others (e.g., corp.), 1 = self employed

Credit evaluation agencies such as Fair Isaacs, use data such as these to to help credit card vendors decide
whether to accept or reject an application for credit. The preceding are real data from such a process.
There is an actual formula, known only to Fair Isaacs, that produces the CARDHLDR variable. You are
going to use the data above to approximate the rule.

a. Produce descriptive statistics for the data.

b. Use these data to develop a binary choice model (probit or logit) for the dependent variable
CARDHLDR. Report all relevant results and describe your findings to your reader.

¢. Compute and report the partial effects for the variables in your model. As part of your presentation,
describe how partial effects are computed for your model (theoretically).

d. Standard thinking in this industry suggests that the two variables OWNRENT and SELFEMPL are very
important in any acceptance/rejection model. Do your results appear to support this idea? Explain.

e. Compute estimates of a “linear probability model” and compare your least squares results to the partial
effects computed in part c. Report all relevant results.


http://people.stern.nyu.edu/wgreene/Econometrics/amex.csv�

8. Maximum Likelihood Estimation of a Loglinear Model

In analyzing skewed income data such as those shown in the histogram below,
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it is customary to analyze logs of income with conventional regression methods. Suppose, in an attempt to
impress my colleagues with my facility with ‘loglinear models,” | propose, instead to analyze Income, not
logincome, in the context of a gamma regression model. In this model, the conditional density for Income
is

A Income/ ™ exp(—A, Income, )

) , A, =exp(-p'x;), Income, >0, P>0.

f (Income, | x;) =

(Note the reversal of the sign of B in A;.) The model is ‘loglinear’ in that E[Income; [x;] = P/A;, so that the
log of the mean is

In E[Income; |x;] = InP —InA; = a + B'X;. (Note, x does contain a constant term.)

It will be assumed that x; contains a constant term as well as covariates such as age, education and gender,
so that the log of the mean is 8'x; where the element in 8 that corresponds to a constant is y = InP + 3, and
the other elements are By. The parameters to be estimated are P and the elements of . (P is known as the
‘shape parameter.” If P is less than or equal to 1, then the distribution looks like the exponential while if it
is greater than one, it looks like chi squared.)

a. Derive the log likelihood function for maximum likelihood estimation of P and B. (Note, the log
likelihood involves the function IN['(P). You can just leave it in this form.
b. Obtain the likelihood equations for estimation of P and B. (Hint: Use the chain rule. Obtain the
derivative with respect to ;. Then, the derivative of A; with respect to  is A;x;.)
c. Use the likelihood equations to show that E[Income; |x;] = P/A; and E[InIncome;|xi] = ¥(P) — InA; where
W(P) (which is called the ‘psi function’ or the ‘digamma function’) is din[(P)/dP. (Hint: E[oInL/OA;|x]
=0 and E[dInL/oP|x;] = 0.)
d. Contining to manipulate the first order conditions, show that the solution for P is P = (1/n)Z; A; Income;.
Insert this solution for P into the log likelihood function to obtain the concentrated log likelihood which
is only a function of the data and the unknown B. (Note that if A; were a constant, the solution would be

P/x = Income, which makes sense.
e. Derive an estimator for the asymptotic covariance matrix of the MLE of (P,B). Hint: this will involve
dAInC(P)/dP? = W’(P). This is called the “trigamma function.” Just leave the function in this form.




Several sets of results are given below, where the estimated models are based on the German health care
data that we have discussed in class. The dependent variable is hhninc = household income. The first two
are maximum likelihood estimates of the gamma loglinear model. Use the results provided to answer the
following questions:

f.

The first set of results (Results [1]) provides unrestricted estimates of the gamma model using the full
sample. Using these results, test the hypothesis that AGE is not a significant determinant of income.

. Using the first set of results, test the hypothesis that all five slope coefficients in the model are jointly

equal to zero.

. Using the first set of results, test the hypothesis of the exponential model as a restriction on the gamma

model. The restriction is P = 1. The third set of results is the maximum likelihood estimates of the
exponential model — that is, the restriction P = 1 is imposed. You can use a Wald test based on Results
1 and a likelihood ratio test using Results [1]. and Results [3] to test the hypothesis. Carry out the test
both ways. Do you get the same answer? Report your results.

Show that the set of partial effects in this gamma regression model are

OE[Income|x]/ox = 6(PIn)Iox = (-PILAAi(-B) = E[Income|x] x B

That is, the slopes of the mean are equal to B times the mean.

Means of the variables in the model are given below. Using the estimated parameters, compute the
partial effects for AGE, EDUC and MARRIED at the means of the data. (Hint: MARRIED is a
dummy variable.)

. Show how you would compute standard errors for the partial effects in part j. (You don’t actually have

to do the computations. Just show precisely how it would be done.)

. The second set of results below adds a quadratic term in AGE to the gamma model. | am interested in

the age profile of incomes. At what age does Income reach its maximum? (Hint: the log function is a
monotonic function of Income, so you can answer this by finding the AGE at which the log of expected
Income reaches its maximum. The expression given earlier for log E[Income; |xi] will be extremely
useful. Now that you have found AGE*, the AGE at which income is maximized, use the delta method
to compute an asymptotic standard error for your estimator of AGE*. (Tip: It is sufficient to list the
specific computations (with values) — you need not do the full calculation.)

. The final set of results given below shows the linear regression of Income on the constant and the same
variables used in the first model. The coefficient estimates in regression 5 are completely different from
those in Results [1] Your critical colleagues is by now really upset — something is obviously drastically
wrong. OLS is always robust! Can you suggest what might explain this semingly contradictory
finding?

Standard Hi==ing

Variable| Mean Deviation Minimum Mazimumn Cazez WValues

IHCOME | .352135 176857 .oo1s 3.0671 27326 a

AGE | 43 5256R9 11.33025 25.0 A4 .0 27326 a

EDUC | 11 32063 2.324885 7.0 18.0 27326 a

FEHALE | 478775 .499558 n.n 1.0 27326 a

MARRIED | .758e18 427929 n.n 1.0 27326 a

HHEIDS | 40273 490456 n.n 1.0 27326 a
AGE| = AGE

Intrct0l| 2022 .855 1004.078 625.0 4096 .0 27326 o




Gamma (Loglinear) Regression Model

Results [1].

Gamma {(Loglinear) Regression Model
Dependent wvariable

Log likelihood function
Festricted log likelihood

THCOME

1429644965
1195 245018

Chi =quared [ 6](F= .000) 2Z6202.40916
Significance lewel .gooon
HcFadden Pszeudo E—=quared —10.9811032
E=ztimation based on H = 27326, K = 7
Inf Cr AIC = —28578.9 AICAH = -1.04k
i Standard Frob. 95% Confidence
INCOME| Coefficient Error = |z | »Z= Interval
IParameters in conditional mean function. . ... ... ... ... ...
Con=stant -3 40833 %xx .n2154 -158 .24 .0000 —3.450585 -3 36612
AGE — . 00205%xx noozs -7.41 0000 —. 002e0 —. 001581
EDTUC COE57 1% .ani1zo 46 .50 0000 05336 Q5805
FEHALE .N0&39 00545 S99 3223 —. 00529 N1e048
HAREIED L2634 deex Q092 a8.05 0000 24986 27700
HHEIDS — OR51 4% L 00els -10.55 0000 - 07725 —. 05303
Scale parameter for gamma model . . ... ..
F_=cale . 12550%%% 04250 120.60 oooo S.0d4z220 5.20880
T** *3% I* ==3 Significance at 1%, G5, 10¥% lewel.
E Matrix - VARE o[- EE]
[E. E] Edk|
1 2 | 3 | 4 | 5 | b -
1 0000463345 f -3.46745e-006 -1.8487e-005 -2 39605=-005 | -4.28454=-006 -3 25856e-005
z -346745e-006 | 7 EE145e-008  3.42467e-003 | -7 39536008 -6.667V41e-007 | 633133007
3 S BdETe-005 | 342467008 1.43528e-006 118622006 2851612007 | 5.34441=008 | |5
4 -2 39605.-005 | -7.39586e-008  1.15622e-006 | 2.97049=-005  9.88186=-003 | 512724007
5 -4,28454e-006 | -6.BEV41e-007 | 285161007 9881862008 | 4.79312e-005 | -1.57229e-005
b -3.25856e-005 | 6.83183e-007 | -5.34441e-008  -512724e-007 | -1.57223e-005  3.81554e-005 _

Partial Effects for Gamma REegression Function
Fartial Effects Averaged Ower Obserwvations

# ==3 Partial Effect for a Binarv Variable
Partial Standard
(Delta Method) Effect Error |[t] 95%% Confidence Interwal
AGE —.noo7z .oonoio 741 —.non9z2 —.Qnoos3
EDTC 01962 .non43 45 37 01877 02047
# FEMALE .oo190 .no19:z2 .99 —. 00186 00566
= MARRIED 08663 Qo215 a0 .22 08241 iEhETS
#= HHEIDS —.n2z282 .nozi1s 10 .59 —. 02704 —. 01860




Results [2].

Gamma (Loglinear) Regression Model

Gamma [ Loglinear) Regression Hodel

Dependent wariabhle THCOME
Log likelihood function 14713 . 16610
Restricted log likelihood 1195 24508
Chi =guared [ 71(FP= .000) 27035 84205
Significance lewvel .ooonn
MzFadden Pzeudo E-=zquarsd —-11. 3097483
Estimation based on H = 27326, K = g
Inf Cr AIC = —-29410.3 AIC-H = -1.0%6
| Standard Frob. 895 Confidence
INCOME| Coefficient Error z |=| »E= Interval
Parameters in conditional mean function. .. ... ...... ... ... ... ....
Con=tant —4 59494 %% .od4470  —-102.80 0000 -4 58255 -4 50733
AGE LOEE2Texx .aozoag 28.05 0000 o420 Oe234
AGE*®AGE —. 0005 9%ex L23e0D-04 —29.30 .0000 —.oo0n74 —. 00065
EDIOC G322 2%xx .oo11a 44 .93 0000 osoan 05554
FEMALE .oone? .oog53a .12 .89014 —.oo9g7? gilizao
MARREIED L2299 %% L00e94 a3.14 0000 21635 24355
HHEIDS —. 1056 4%%x Looez27 —-16.85 0000 —.11793 —. 09335
Scale parameter for gamma model . o
P_=cale L. 27460%%x 04377 120.50 oooo §.18881 §.36039
nnonnn . D—xx or D4=Ex =» multiply by 10 to —=x or +=x.
f**, #% ¥ ==> GSignificance at 1%, 5%, 10% lewvel.
I
M Matrix - VARB = R
[F. 7] Edt|
1 2 | 3 | 1 | 5 | 6 | 7 -
1 0.00193793 | -8.44082e-005 | 5.30278e-007 | -1.44601e-005  -1.70351e-005  4.20546e-005 | 2.452832-005
P -8.44082e-005 | 4316942008 | -4.86325e-008 | -1.4896e-007 | -3.96158e-007  -3.063712-006 | -2.26639e-005
3 9.30278e-007 -4 86325e-008  55E353e-010 2078442009 369646e-009 2772752008 | 3.3556=-008 o
4 A 4460005 | 1.489Re-007 | 2.07844e-009 | 140323006 1.13681e-006 35963972007 912161e008 | |7
5 -1.70351e-005 | -3.96158=-007 | 3696462009 | 1.13681e-006 | 2.8897Ee-005  3.26851e-007  -3.77517e-007
5] 4 205462005  -306371e-006  277275e-008 3596972007 3.26B51e-007 4.8143e-005 | -1.37657=-005
7 245283005 | -2 26639005 | 3.3556e-008 | 912161003 | -3.77917e-007 | -1.37651e-005 | 3.93058e-005




Results [3]. Exponential (Loglinear) Regression Model

Gamma (Loglinear) Regression Model

Dependent warisble IHCOME
Log likelihood function 1550 . 20104
Restricted log likelihood 1195 . 24508
Chi =quared [ &]{F= 000} 709.91193
Significance level .aoooo
McFadden Ps=eudo R—=guared —. 2969734
Estimation based on H = 27326, K = 3
Inf Cr AIC = -—3088.4 AIC-H = -.113
Standard FProb. 95% Confidence
INCOME| Coefficient Error = |z | »Z= Interwal
Parameters in conditional mean function.........................
Constant —1 . 77d10%xx 045801 —-39.42 0000 -1.86231 -1.68589
AGE — . 00205%xx L0o0e3 -3.27 .0011 —. Qo328 —.noog3
EDTC COEET 1exx L0027l 20.54 0000 C0E039 .0eloz
FEMALE .0og539 01234 .44 BR20 —.01a79 .029548
MARREIED C2h3d3%xx 01567 16 .81 0000 23271 S29415
HHEIDS — 0651 4xxx 01398 -4 .66 0000 —. 09255 —. 03773
Scale parameter for gamma model. . ... ..
F =zcale .0 ... (Fized Parameter).....

Ordinary lea=t =quares regression ... ... ... ...
LHS=THCOHE Hean = 35214
Standard deviation = 17686
—————————— Ho. of obserwvationz = 27326 DegFreedon Mean =quare
Fegres=ion Sum of Sguares = 92.1787 g 18 43574
Fe=sidual Sum of Sguares = 762.503 27320 02791
Total Sum of Sguares = 354 . 682 27325 03128
—————————— Standard error of & = 16706 Hoot MSE 16704
Fit F—=gquared = .10785 RE-bar =gquared .10769
Hodel test F[ 5. 27320] = 660 54085 Frob F > F= Laoooo
Standard Frob. 95% Confidence
INCOME| Coefficient Error = |z | »F% Interval
Constant | b Z20E%xx L0760 a.17 .oo0o 04717 07695
AGE| —. 0003 0%xx .aoo1o =2.90 0037 —.Qoosn —.goo1n
EDTC | 02145 %%x L0045 47 .75 0000 Q2055 02231
FEMALE | 00495 %= L0206 2.40 0162 .aon9z2 Qo900
MARRIED| 087 05xxx L0260 33.44 0000 .08196 19216

HHEIDS | —. 0199 4= .o0z238 -8.38 .0000 —.024c60 —. 01527

*%%  *¥%x  * ==3 Significance at 1%, 5%, 10% lewvel.
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