Econometrics I.  Take Home Final Exam.

Today is Thursday December 14.  This exam is due by Friday, December 22.  You may submit your answers to me electronically as an attachment to an e-mail if you wish.  There are five parts worth 20% each.Recall, this exam provides 40% of your grade for this course.

I.   The following 25 observations are used for this part of the examination:

Read;Nobs=25;Nvar=1;Names=Y;ByVariables$

   16.000   14.000   8.000   22.000   23.000   25.000   17.000   23.000

   8.0000   14.000  23.000   22.000   14.000   22.000   10.000   18.000

   15.000   21.000  15.000   25.000   14.000   16.000   19.000   27.000

   16.000

(A LIMDEP READ command is included if you wish to use it.  You can just transplant this into the editor in LIMDEP and execute it to input the data.)

Suppose we believe that the data on Y are generated by a poisson distribution.  Then, the probability density function for Y is


f(Y)  =  exp(-()(Y/Y!  Let ( = exp(()

We are going to estimate the parameter (.  

POISSON ; Lhs = Y ; Rhs = ONE $

+---------------------------------------------+

| Poisson Regression                          |

| Maximum Likelihood Estimates                |

| Dependent variable                    Y     |

| Weighting variable                  ONE     |

| Number of observations               25     |

| Iterations completed                  5     |

| Log likelihood function       -78.30529     |

| Chi- squared =    37.50783  RsqP=   .0000   |

| G  - squared =    39.52722  RsqD=   .0000   |

| Overdispersion tests: g=mu(i)  :  1.447     |

| Overdispersion tests: g=mu(i)^2:  1.447     |

+---------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     2.883682770   .47298377E-01   60.968   .0000

(a)  The table gives the estimate of  (.   What is the estimated asymptotic distribution?

(b)  The expected value of the random variable, Y is ( = ( = exp(().  Estimate ( using your maximum likelihood estimate.  Estimate the asymptotic standard error of this estimator.  Present a 95% confidence interval for the parameter ( based on your results.

(c)  Since ( = E[Y] is (, you should be able to estimate ( with the sample mean of the observations on Y.  Do so, and describe your finding.  Using the familiar formula for the variance of the mean, estimate the standard error of this estimator, and compare your result to that in (b).

(d)  The variance of this random variable is (2  =  (.  You should be able to estimate (2 with the sample variance of the observations on Y.  Do so, and compare your estimate to the one you get by using the MLE in the table.  Does the difference appear to be small or is it large enough to make you suspect that the model which has the same mean and variance is incorrect?  How might you test this assumption?

II.  Continuing part I, we also have the following data on X

 Read;Nobs=25;Nvar=1;Names=X;ByVariables$

    16    11    12    23    23    21    22    24    12    15    22

    21    16    20    17    15    17    14    17    23    19    15

    25    22    12


We will now formulate a kind of regression model.  We believe that Y|X has the Poisson distribution specified earlier, but now, 


(  =  Exp[( + (x] 

The table below presents the maximum likelihood estimates of the parameters of this model.

+---------------------------------------------+

| Poisson Regression                          |

| Maximum Likelihood Estimates                |

| Dependent variable                    Y     |

| Weighting variable                  ONE     |

| Number of observations               25     |

| Iterations completed                  5     |

| Log likelihood function       -68.12529     |

| Restricted log likelihood     -78.30529     |

| Chi-squared                    20.36001     |

| Degrees of freedom                    1     |

| Significance level             .6414944E-05 |

| Chi- squared =    18.73093  RsqP=   .5006   |

| G  - squared =    19.16722  RsqD=   .5151   |

| Overdispersion tests: g=mu(i)  : -1.360     |

| Overdispersion tests: g=mu(i)^2: -1.591     |

+---------------------------------------------+

+---------+--------------+----------------+--------+---------+----------+

|Variable | Coefficient  | Standard Error |b/St.Er.|P[|Z|>z] | Mean of X|

+---------+--------------+----------------+--------+---------+----------+

 Constant     1.924770881       .22497947    8.555   .0000

 X         .5152813743E-01  .11545125E-01    4.463   .0000     18.160000

(a)  We are interested in the expected value of Y|X.  As before, this is ( which is now


E[Y|X]  =  exp(( + (X)

Using your results above, estimate the slope of this regression at the mean of X (18.16). 

(b)  Linearly regress Y on a constant and X.  What is the slope in this regression.  Compare this slope to the maximum likelihood estimates. 

(c)  The procedures in (a) and (b) above suggest two methods of estimating ( and (.  Compare the two in terms of consistency and efficiency.

(c)  Since E[Y|X] is a fairly simple function of X, you might also consider nonlinear least squares estimation of ( and (.  Describe in detail how to compute the nonlinear least squares estimates of ( and (.  How would you compute asymptotic standard errors for your estimators?

(e)  How would you form a confidence interval for your estimate of E[Y|X = 
[image: image1.wmf]X

].

III.  Using the results in parts I and II, test the hypothesis that ( equals 0 using a Wald test and using a likelihood ratio test.  Describe how one would carry out a Lagrange multiplier test of this hypothesis.

IV.  The following questions are based on the regression model:

Y  =  (1 + (2*X + (3*Z +  (4*XZ + (5*D + (
( is assumed to be zero mean, homoscedastic, and nonautocorrelated.  The following data are obtained:

(note that XZ is the product, X times Z.)

      
Y

     X


Z

XZ

     D

   6.54495       6.18579       2.74462       16.9776       .000000

   5.01914       8.20300       2.95788       24.2635       1.00000

   20.2805       .928739       1.64839       1.53092       .000000

   15.7713       3.67190       2.34633       8.61549       1.00000

   15.3244       3.20056       2.79635       8.94989       .000000

   7.27412       9.49923       2.08567       19.8123       1.00000

  -2.32703       9.74362       2.73909       26.6887       .000000

   13.0043       8.57227       1.83257       15.7093       1.00000

   12.3772       14.4995       1.45214       21.0553       1.00000

   1.87654       9.15749       2.66003       24.3592       .000000

   6.05984       9.91496       1.90520       18.8900       .000000

   13.2894       8.80248       1.08860       9.58238       .000000

   18.8615       5.25547       1.55513       8.17294       1.00000

   16.6677       1.51429       1.56988       2.37725       .000000

   21.0826       5.43969       1.07380       5.84114       .000000

  -11.9941       13.7718       2.82957       38.9683       .000000

   18.4780       1.79822       2.81929       5.06970       .000000

   1.34836       11.3636       2.54030       28.8670       1.00000

   9.72778       11.5376       1.89096       21.8171       1.00000

   21.3792       4.68237       1.34836       6.31352       1.00000

   16.3221       7.20146       1.37208       9.88098       1.00000

   21.5679       3.53608       2.24173       7.92694       1.00000

   4.75133       9.28801       2.21022       20.5285       .000000

   10.0632       4.79755       2.26405       10.8619       .000000

   15.4179       13.4251       1.15154       15.4595       .000000

1.  Estimate the parameters of the model using ordinary least squares.  Present all results and explain your computations.  In addition to the slopes, estimate the parameter (, the standard deviation of (.  

2.  Test the hypothesis that neither X nor Z have any explanatory power in terms of explaining variation in Y.

3.  Test the hypothesis that Z does not have any explanatory power in explaining variation in Y.

4.  Test the hypothesis that the coefficients on X and Z  in the regression are equal.  Do this test in two ways:

 
a.  Use only the statistical results of fitting the full regression.

b.  Fit the regression with the restriction imposed, and test the hypothesis using the results of both

     regressions.

(Note, ignore the variable XZ in this computation.)

6.  We are interested in examining the marginal effect of changes in X on E[Y|X,Z,D].  What is (E[y|X,Z,D]/(X?  Compute this effect with Z equal to its mean.  How would you compute a standard error for the estimate of this effect?  How would you test the hypothesis that this effect equals zero?

V.  The data listed above are now assumed to come from a process in which there is a linear regression model, but possibly a heteroscedastic disturbance.  The regression equation is


Y = (1 + (2*X + (3*X + (4*XZ + (5*D + (
( has mean 0, but may be heteroscedastic.  Estimation in this part of the exam is based on the data you used in part IV.

1.  Suppose that the true variance of ( is 

Var[(] = (2 * Exp(X*D)

If you estimate the betas using ordinary least squares, what are the properties of the estimator?  (Bias, consistency, efficiency, true covariance matrix.)

2.  Suppose you believe that the variance of ( is (2Exp(X*D), but, in fact, the true variance is just (2.  (I.e., your belief is mistaken.)   Suppose you fit the model by GLS in spite of the true variance.  What are the properties of your estimator?  (Note, you can use true GLS here, since there are no free parameters in the variance function.)

3.   Compute the two estimators you described in parts 1 and 2, and report all results.  (Note, in part 2, there are no parameters in the variance part, so you can compute the true GLS estimator.)  Compare the variances of the OLS and GLS estimator, both true and estimated.

4.  Using the least squares results, compute the White estimator for the variance of the OLS estimator.  Describe why you would do this computation.

5.  Suppose the true model is, in fact

        

Var[(] = (2 * Exp(( XD) where ( is a parameter to be estimated.

How would you test the hypothesis that alpha equals 1.0 against the alternative hypothesis that alpha is not equal to 1.0?  Give full details on how you would compute the test statistic and exactly how you would carry out the test.  (You do not need actually estimate the model.  Just discuss how you would do the test.)

VI.  Consider the following statistical sampling situation.  The distribution of the number of failures of electronic components per unit of time is Poisson with parameter (, which we will model as (=exp((+(x) for some set of independent variables.  Let the number of failures be denoted Z = 0,1,2,...  Let Y be the random variable Y = 0 if Z = 0 (no failures) and Y = 1 if Z > 0 (at least one failure).  Then, Y is a binary variable with density Prob[Y = 0] = exp(-() and Prob[Y = 1] = 1 - exp(-().  If your sample of data consists of 100 observations (time intervals) in which you observe Y (not Z) and X, show how to estimate ( and ( using maximum likelihood.  How will you compute the estimated asymptotic covariance matrix of your estimates.
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