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|. Introduction

This short getting started guide will show you how to operate NLOGIT and LIMDEP. The manuals for NLOGIT and
LIMDEP are several thousand pages long, and document hundreds of models, estimators, and other program
procedures. This guide will show you how to operate the program and use it to do some of the most common
calculations. The program’s interface uses the same basic forms for most of the functions it performs. Based on
what we do here, you will be able to construct command streams to do complex analyses using many of the features
of the program.

The two programs operate exactly the same way, with the same command set and user interface. NLOGIT 5 is in
fact, LIMDEP 10 plus one (extremely large) command set. This short manual will show how to operate both
programs. For convenience, the discussion will assume you are using NLOGIT, but everything noted applies equally
to LIMDEP as well. A short discussion in Section VIII will introduce the specific difference between NLOGIT and
LIMDEP.



[I. The Desktop: Startup NLOGIT or LIMDEP

Your program is installed on your computer and you are ready to begin. There is an icon for NLOGIT 5 or LIMDEP
10 on your desktop, and the program is included in your startup menu. Launch your program.

When you first start the program your desktop will look as in Figure 1. (LIMDEP and NLOGIT use the same
desktop and functionality. You can see which program you are using by the name that appears at the upper left
corner of the desktop. Notice for our discussion here, we are using NLOGIT 5. Operation of the two programs is
identical. (The only difference between them is the (large) set of multinomial choice models that are supported in
NLOGIT and not in LIMDEP.) We note two small differences that may appear between our desktop in Figure 1 and
yours. First, the setting ‘U:38888 Rows: 38888’ appears at the top of the window at the left of our desktop. This isa
setting that we (you) can make that relates to how large a data set you want your program to be able to store. A
different value will appear the first time you launch the program. Second, the small editing window we call the
‘command bar’ that we have indicated with a red arrow in Figure 1 may not be present on your desktop. You can
install this as follows: click Tools—Options—View — note the Tools menu item is above the tip of the red arrow —
then click in the check box next to ‘Display Command Bar’ and finally, click OK. This setting is fixed until you
change it. Finally, your row of buttons may be above your command bar, not below it. You can move this around
the screen as you like.)

The window that is open at the left of the desktop is called the ‘Project Window.” There is a large amount of
functionality operated from this window, as will be clear shortly.

NLOGIT 5 - Untitled Project 1 |- =]

File Edit Insert Project Model Run Tools Window Help
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----- (Z3 Procedures
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Figure 1. Initial Desktop

A Tip: NLOGIT uses a standard statistical package style, three window mode of operation. The first window you
will see is the ‘Project’” window. A project consists of the data you are analyzing and the results of your
computations, such as estimates of coefficients, other matrices you might have computed, and so on. As we’ll see
shortly, this window contains an inventory of the things you have computed — the inventory will grow as you
manipulate your data. You should never close the project window. Nearly all of the program functions operate only
when a project is active. You know that a project is active when the project window is present and open. (You can

=

minimize it with the left sizing button, = . But, do not close it with the red x button, ) )



lll. Operating NLOGIT and LIMDEP

NLOGIT provides both menu/dialog boxes and a command language that you can use to operate the program. All of
the basic functions of the program can be operated with either. However, many of the more complex operations,
including most of the involved models, are accessed only through the command language. We will take a quick
look at both of these now.

A. Data Files

You will use NLOGIT to analyze data. To get started, we’ll note a couple things about data. The data you use will
have to come from somewhere — probably a public data source, or in a file that you obtained from some external
source. ('You can create data within NLOGIT, for example, by using the random number generators, but you will
rarely do this exclusively. Usually, created data are added to existing data sets.) Data files come in many forms.
NLOGIT can read many different kinds of files, and with modern interchange programs such as Stat Transfer, you
can convert files from many more sources that might be foreign to NLOGIT to a form that NLOGIT is comfortable
with. These issues are discussed in the manual. The most common generic file type used by contemporary
researchers is the ‘CSV’ format. A CSV file (i.e., ‘comma separated values’ format) has a line of variable names at
the top and rows of data below them, with values separated by commas, such as the data set in Figure 2 below.
Figure 2 show the data in a small demonstration file that we will use named IncomeData.csv. (In Figure 2, we are
viewing the contents of IncomeData.csv in NLOGIT’s text editor, which we’ll discuss below.)

id, female, age, educ, income
1,0,54,15,0.305
1,0,55,15,0.451005
1,0,56,15,0.35
2,1,44,9,0.305
2,1,45,9,0.318278
2,1,46,9,0.35
2,1,48,9,0.35305
3,1,58,11,0.1434
2,1,e0,11,0.23
3,1,61,11,0.11
3,1,62,11,0.1
4,1,29,18,0.13
5,0,27,11.8182,0.065
5,0,28,11.8182,0.06

r

r

r

r

Figure 2. A CSV File
B. Operating with the Menus and Dialogs

We’ll start by importing the data in IncomeData.csv into the program so that we can analyze them. Select

Project—Import—>Variables... as shown in Figure 3. This will open a Windows Explorer as shown in Figure 4 that
you can use to navigate to your file. Make your way to where the file is installed on your computer. On your
computer, this should be in the C:ANLOGIT5 or C:\LIMDEP10 folder. It may be in some other folder depending on
how you installed this tutorial on your computer. Select IncomeData.csv in the menu.
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Figure 3. Desktop Project Menu for Importing a CSV File
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Name ’ Date modified Type Size
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Figure 4. Windows Explorer

After you click Open, the data file will be imported into NLOGIT’s work area and will be ready for you to analyze
‘Data’ area, the first item (folder) is
“‘Variables.” There is nothing at the left of the title, however. After you import your data, the Variables folder will
indicate that it contains data, as shown in Figure 5. Note the + neii to the folder name.

them. Note in the project window in Figure 1, within the window, in the

|Data: I1; 33283 Rows: 14 Obs
CR=

Yariables

Figure 5. Variables Folder in Project Window
The project window will now indicate that there are 14 Rows of data — that is

been read will be displayed, as shown in Figure 6. This is our active data

the active data set.)

the number of observations in the data
file that we just read. If you click the frlbox at the left of Variables to open the folder, the list of variables that have
set. You can visit the actual data by
activating the data editor. The button that will open the data editor is indicated by the red arrow in Figure 6. The
spreadsheet style data editor is shown in Figure 7. You can enter and replace data in the editor. After you examine
the data editor, you can minimize it or close it. (Closing the data editor only hides the display — it does nothing to
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Figure 6. Active Data Set.
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Figure 7. Data Editor.

Since the data are ready to use, we will do some computations. From the desktop, select Model-Linear
Models—Regression... as shown in Figure 8. This will open a dialog box (Figure 9) that we call a ‘Command
Builder.” You’ll see why momentarily. We’ll build a regression command. First select the dependent variable
(INCOME) from the drop down menu as shown in Figure 9. The independent variables are chosen in the windows
below the dependent variable. Independent variables are selected by ‘selecting’ them in the right window, then
using ‘<<’ to move them to the left window, as shown in Figure 10. Select ONE, AGE and EDUC for our model.

A Tip: ONE is the constant term in the model. NLOGIT does not automatically place a constant term in any model.
It must be requested by including ONE (a program created variable) in the list of independent variables.
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Figure 9. Command Builder: Dependent Variable
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Figure 10. Command Builder: Independent Variables

After your model is specified in the command builder — note that there are other options on this page, and
two more tabs that promise still more options — press the ‘Run’ button at the lower right of the dialog box.
Run asks the program to compute the specified regression. A new window, the ‘Output Window’ opens
and displays your regression results. Note above the regression results, there is a line of green text. This

is the REGRESS command that was built by the command builder.

This is the second window (the

data/project window is the first) noted as the three window format. The editing window discussed next is

the third.

= Een
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Figure 11. Regression Results in Output Window
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You have now launched the program, read a data set and computed a regression (without touching your
keyboard).Now, we will do the same operations using the NLOGIT’s command language. We’ll start a new session
to demonstrate this procedure. Like most other programs, you leave NLOGIT by using File—Exit. The File menu is
where it always is in Windows programs, at the upper left of the desktop, and Exit is, as usual, at the bottom of the
menu. On your way out, you will be asked about saving the project, Untitled Project 1, and the output window,
Untitled Output 1. Click ‘NO’ both times and the program will close.

C. Using Commands and the Command Editor

We will now use NLOGIT’s command language to import the data and compute the regression. Commands are
issued by typing them in a text editing window and ‘submitting’ them to NLOGIT’s command processor.

Restart the program as before to produce the empty desktop as in Figure 1. Click File to open the menu as shown in
Figure 12. Select ‘New’ at the top of the menu, and the small dialog will open and offer to open a Text/Command
Document window or a Project. Select the Text/Command Document option. (You already have a project
open.)When you select the Text/Command Document option, the editing window shown in Figure 13 will open.

NLOGIT 5 - Untitled Project 1 == SR
Edit Insert Project Model Run  Tools Window Help

Mew... Ctrl+M ﬂ

Open... Ctrl+ 0 ] E

Close

Save Ctrl+5

Save As...

Save Al New [N

. New -

Open Project... oK

Sp P 'J t A 2

ave Project As... Project Cancel

Close Project

Page Setup...

Print Preview

Print... Ctrl+P

Exit Alt+Fd
| Data
I

Idle 17:4

Figure 12. File Menu and New Dialog

This is the text editor. You can edit anything in it. (You can also have multiple text editing windows open at the
same time.) We will enter our commands in this window, then submit them to the command processor.

We want to do two operations right now, import our data file and compute a linear regression. We type the
commands in the editor. The two commands that we wish to carry out are ‘IMPORT’ and ‘REGRESS.” We’ll say
more about the commands in a moment. First, type the string ‘import;file=" in the first line of the window. Now,
it’s not sure exactly where the file is on your computer. If you know, you type the path to it after the equals sign.
File names are enclosed in double quotes. A $ character is used to end the instruction. (Always, all instructions.) If
you don’t know the path to the file, find it as follows: In the desktop menu, select Insert—File Path... and use the
Windows explorer to find your file (IncomeData.csv). This will place the file path in the line where you want it, and
you need only add the ending $ to complete the command. Press the Enter key. On the next line, type the
REGRESS command as shown. Note that it has some parts separated by semicolons and, as always, ends with a $.

12



A Tip: If you are using a desktop computer with a separate keyboard, use the alphabetic Enter key here. The Enter

key in the numeric keypad at the right of the keyboard is not the same when you are using NLOGIT. We’ll note why
shortly.

File Edit Insert Project Medel Run Tools Windew Help
| E
D|(d| & #[Ble| <] @|o]u| Ql=|HE

] uniitled . [ =52 ]
Data: U: 388688 Fows: 39
=] Data
i @ Variables ﬁl Irsert Mame: LI
I

Mamelists
Labellists
Imputation
Matrices

Ready

Figure 13. Text Editing Window

= e ] |

File Edit Insert Project Model Run Tools Window Help

| o |

ﬁl Insert Name: I M

impDrt;file="J\\LuganD2DIS\InDDmEData.st"$
FEGEESS : Lh==income : Rhs=one.age.educ %

bles

Ready 175 4

Figure 14. Text Editing Window

Now that your two commands are in the editing window, you can submit them. Highlight the two lines of text as if
you were about to copy them in an editor such as Microsoft Word. When the two lines are highlighted, press the

‘GO’ button that is noted by the red arrow in Figure 14. The output window will appear and will indicate that your
file was imported, and the regression was computed.

A Tip: Pressing the numeric keypad’s Enter key is the same as highlighting the one line that the cursor is in and
then clicking GO. This is how the two enter keys differ. You can always (and only) submit one line this way.
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Figure 15. Commands Executed from Text Editor.

You are not limited to one or the other of these two modes of entering instructions. You can use either the command
editor or the menus and dialog boxes whenever you wish. In Figure 16, we have imported the data set using the
command editor, then run the regression with the command builder.
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Figure 16. Using Both Commands and Dialog Boxes.

A Tip: Notice in Figure 11, the command builder has placed a copy of the command it created in the output
window. You can ‘copy’ this command in the output window, ‘paste’ it into the editing window, and submit it

again. This would be useful if you want to modify the command, for example by adding more independent
variables. (The command processor will ignore the leading ‘|->’ if you happen to include it in your copy of the
command.
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IV. Stopping, Restarting and Data Sets

You should only import a data set once. When you exit the program, you are offered a chance to save your data (as
any modern program does). For NLOGIT, this is the project. The dialog in Figure 17 will appear when you select
File—Exit. The project contains your active data set as well as a long list of other things you create as you operate
the program. You can save the project with any name (and at any time) with File—Save Project As... It will be
saved as an LPJ file — Windows recognizes this file extension. In Figure 18, we are saving the data in a work folder
as IncomeData.lpj. When the program is restarted, instead of importing the original data, we merely load the project.
The most recent 4 saved projects will appear in the File menu, In Figure 19, IncomeData.lpj appears in the File
menu, and can be selected to resume the analysis of the data. Note in the lower panel of Figure 19, the project file

name at the top of the desktop and at the top of the project window is IncomeData.lpj, rather than Untitled Project 1,
as it was before.

A Tip: The project will always be current. When you add variables, create new ones, for example by transforming
the raw data, the new variables are always saved in the project.

Another Tip: You can launch a project file from Windows Explorer — the same way that selecting a .docx file
launches Microsoft Word then imports the document.

A Third Tip: You can also save the text editor as a LIM file. The pair of files constitutes your entire working
session. You can resume a session exactly where you were when you exited by reloading these two files.
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Figure 17. Saving the Project Upon Exit
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Figure 18. Windows Explorer Saving a Project File
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Figure 19. Reloading a Project from the File Menu



V. NLOGIT Commands

The menus and dialog boxes are helpful for operating the program. But, they are a bit inconvenient compared to the
command editor. Users generally quickly migrate to the command structure for most operations.  With that in
mind, we will show the basic form of NLOGIT commands, and note some specific ones that you are certain to use.
Altogether, there are several hundred different commands and functions. You can operate a large fraction of the
program functionality with a few of the most important ones.

A. Commands in the Command Editor

There is a specific protocol for using the text editor to submit commands and a specific format for the commands,
themselves. In general, there are very few structures or restrictions. The command language is designed to be
convenient and self documenting. Instructions look like what they are requesting. For using the text editor:

o Case almost never matters. Notice in Figure 14, the verb in the REGRESS command is all in capital
letters whereas the rest of the command is a mix of caps and lower case. Case only matters for file names
and in the titles used for graphics and output tables that you construct (where you would want to use both
cases). Otherwise throughout the program, commands can any mix of lower case and upper case letters.

e Spacing only matters in titles and file names. Notice there are some spaces put in the REGRESS
command, for clarity. The spaces have no other meaning. In particular, lists of items are always delimited
by punctuation, usually commas, never by spaces. You can use spaces in commands anywhere you wish to
make them easier to read.

A Tip: You can copy commands out of documents such as Word files and paste them directly into the editor. Tab
characters will be treated like spaces. A warning, however, the Word dash character, —, is not the same as an ASCI|
minus sign. You will generally have to change this manually.

e The number of lines used for a command is arbitrary. Line breaks are used for clarity and ease of
interpretation of commands.  No special connector is needed to connect the lines of multiple line
commands. Some commands for complicated models have many parts, and breaking commands into
multiple lines is helpful for self documentation. For example,

REGRESS ; LHS = income ; RHS = one,age,educ $
is exactly the same as
REGRESS ; Lhs = income
; Rhs = one,age,educ
$
B. Names
You will create many items, including variables, that have names. Names are limited to 8 characters. The first must
be a letter. Allowable characters are letters, digits and the underscore character. Since the program is not case
sensitive, different cases of letters do not create different variable names. Of course, since spaces have no meaning,
they may not appear in names (they are ignored) There are many types of names used in NLOGIT, including

variables, matrices, scalars, synonyms for lists of names, label lists, names used for model definitions, names for
output tables, and others. All obey the same conventions.

C. Command Structure
All commands are of the form

VERB ; information ; information ; ... $
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Note the two commands in the text editor in Figure 14, IMPORT and REGRESS. There are altogether about 200
verbs that manage files, manipulate the data, fit models and do ancillary computations such as test hypotheses. The
common structure is as follows:

e Every command must begin on a new line

Every command must end with a $ at the end of the last line.

There is no restriction on how many lines may be used for a command

There is no restriction on what may be included on specific lines.

Commands may not have more than 10,000 nonblank characters. You will never come close to this
limit.

You may have blank lines in your text editor even in the middle of the commands. Since you submit only the lines
you want executed, you may put any other text anywhere you wish in the editor. Explicit comment lines may be
inserted by beginning the text with a question mark. E.g.,

? This command computes a regression.
REGRESS ; Lhs = income ; Rhs = one,age,educ $

A block of lines of text may be marked as comment. For example,

/*

The following commands carry out two regressions.
The first uses x1.

The second uses x1 and x2.

*/

REGRESS ; Lhs=y ; Rhs =one,x1 $

REGRESS ; Lhs =y ; Rhs =one,x1,x2 $

This construction would seem to be of marginal usefulness. One way it would be helpful would be for having
documentation in command files that you can execute directly with the Run menu Shown in Figure 20.

Tools Window Help

Run Ctrl+R
Run Multiple Times...
Run File...

Run Procedure...

~
-
}
[we)
-
4]
1)
)

Stop Running

Mew Procedure...

Figure 20. Run Menu for Run File...
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VI. Some Essential Operations
The following lists a handful of operations that will be part of most analyses.
A. The Active Sample
When you import a data set, the active sample is all the observations in the data set. Figure 21 shows the income
data we are examining in our demonstration. There are 14 observations in the data set. Note, the 14 rows are
numbered and there is a chevron (») in each row. The » indicates that the observation is in the ‘current sample.’
The active sample can be changed in several ways. Three commands, SAMPLE, REJECT andINCLUDE are used
specifically to change the sample.

SAMPLE ;n1-n2$
sets the sample to be rows nl to row n2. For example,

SAMPLE ;4-12%
in the example would select the observations shown in Figure 21b. Note the chevrons are now only present for the

active subset of the data. The excluded observations are not lost. But, any operation that manipulates the data set
operates only on these observations. The full sample is restored with

SAMPLE ; All $
MLOGIT 5 - Data Editor == EcR==
File Edit Insert Project Model Run Tools Window Help
[ e _
Dj=la] & 2mle] | o[s]i] O[] o E=S Eon )
e e 1 54900V ars; 38888 Rows: 9 0bs Cell: 1 J &
Dats U = ID___| FEMALE | AGE | EDUC | INCOME | —
e 5/900Vars: 38688 Rows: 140bs Cet [T ~IX| 1 1 I o 54 13 0.305
14 2 1 [ 55 15 0451005
ID_ | FEMALE | AGE | EDUC | INCOME |
1» | i 54 15 0.305 3 1 1] 56 15 035
2» 1 0 55 15 0.451005 An 2 1 44 q 0.305
3» 1 0 56 15 035
12 5 ; “ 3 wane 5» 2 1 45 9 0318278
q 6 2 1 45 E] 0.318278 b » 2 1 46 9 035
{ g* g ] :g g 035”332 7» 2 1 48 9 0.35305
& 3 i 5 i D144 8» 3 1 5a 1 0.1434
? E 9 3 1 E] il 03 95 3 1 &0 11 03
10 » 3 1 Bl 11 011
= 5 L = = . 10 » 3 1 &1 11 on
B85 12» 1 1 2 18 [iRE] 1= 3 1 52 11 01
g 13» 5 [ 7 11.8182 0.085 12 » 1 1 29 18 013
| 2 L Bl nme L 13 5 0 7 11.8182 0.085
14 5 ] 2 11.8182 006
Data 15 Jﬂ
R — L
Figure 21a Active Data Set Figure 21b. Active Data Subset

The two other commands used directly to change the sample are
REJECT ; condition $ such as REJECT ; age > 60 $,

which removes observations from the active sample, whatever it happens to be, and
INCLUDE ; condition $ such as INCLUDE ; female =1 $

which adds observations to the current sample, whatever it happens to be. These commands can be applied to the
full data set, or no dat set, respectively, by including ;New. For example,
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INCLUDE ; New ; Female=1$
starts with no observations, then adds to the empty data set all observations in the full data set that have Female = 1.

A Tip: In many cases, you will want to fit a model using a subset of the active data set, but not wish actually to
change the active data set. A model command can do that automatically. For example,

REGRESS ; If [age <60] ; Lhs = income ; Rhs = one,age,educ $
B. Missing Values
The internal missing value code is -999. In the data editor, -999 will appear as a blank. In general, you must inform
NLOGIT what to do about missing values. In general, NLOGIT only acts on missing data when you ask it to do so.
If your sample contains missing values and you make no indication, the -999s will be treated as ordinary data. A
global command to tell the program to bypass missing values when it fits models is

SKIP $

In the desktop, you can use Project—Settings—Execution and check the box for skipping missing data. SKIP$ is a
fixed setting. It persists from model to model. You can turn it off with NOSKIPS$ if you wish.

A Tip: NLOGIT contains a large package for multiple imputation of missing values.

C. Transformations

You will usually want to compute transformed variables. The command is
CREATE ; variable = expression ; variable = expression ; ... $

The left hand variable may be a new variable created from existing variable(s) or may be an existing variable, which
will be replaced. For example,

CREATE ; logincm = log(income) ; agesq = age”™2 /100 $

A common calculation is creating dummy variables. There are many ways to do so. For example, two ways to
create the variable YOUNG equal to 1 if AGE is less than 25 and 0 otherwise would be

CREATE ; young=age<50 $
and

CREATE ; if(age <50)young=1$%
Note that the log income variable uses a function, log(.). There are over 200 functions supported, including log, exp,
abs, min, and many special functions. All functions have 3 character names. NLOGIT contains 20 different random
number generators, such as Rnn(mean,standard deviation) which computes a random sample of observations from a
normal distribution with the indicated mean and standard deviation. Functions may appear in expressions. For
example, to create a sample of observations from the F distribution with 5 and 27 numerator and denominator
degrees of freedom, you might use

CREATE ; fsample = (rnx(5)/5) / (rnx(27)/27) $ (But, this would be the same as Rnf(5,27).)
The seed for the generators is set using

CALC ; ran(value) $

You will use this to be able to replicate your analyses that use random values.
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D. Variable Lists in Model Commands

Model commands contain lists of variables. The lists can be extremely long — possibly hundreds of variables. There
are several shortcuts provided. The primary device is

NAMELIST : name = list of variables $
For example,

NAMELIST ; X = one,age,educ,female $
REGRESS ; Lhs=income ; Rhs=x$

Namelists provide a convenient shortcut for model commands. They also serve many other functions. One major
one is defining data matrices. For example, to compute ‘by hand’ the least squares coefficient vector that is reported
by REGRESS above, we could use

MATRIX ; bols = <x’x> * x’income $

The construction <matrix> is NLOGIT’s syntax for computing the inverse of a matrix. Note that the namelist and
the variable become a data matrix and a data vector when used in a matrix command.

1. Categorical Variables

Categorical variables are often used in models in the form of a set of dummy variables with one of the dummy
variables being dropped as the ‘base case.” In the example below, rather than use EDUC in years, we have used
RECODE to creat a category variable ED which is 0 when EDUC is 0-9, 1 when EDUC is 10-12, and 2 when
EDUC is 13-20. The regression would then use dummy variables for the second and third categories. A special
format, #name, is used for category variables. It is not necessary actually to compute the dummy variables. Note
the results in Figure 22, which reports how the variable #ED has been used in the regression.

5
Plovtput” ) yntited1 - el | = (==
Status | Trace ﬂ Insert Name: -
Current Com Sample 81l $ -
Command: create;ed=educs E
recode;ed:079=0:;10-12=1;13.-20=28
regress; lhe=income . rhs=one, age. #ed$ _
Ordinary lea=t =guares regression i
LHS=INCOME  Mean = 23862
Standard dewviation = 13027 EDUC INCOME ED
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Figure 22. Categorical Variable in Regression
2. Interaction Terms
A second common feature of models is ‘interaction terms.” In the model results in Figure 23, we have included

education, female, and an interaction between education and female. Note that the command contains the
interaction. We do this rather than computing a product variable, say CREATE;EducFeml=Educ*Female$
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A Tip: Namelists may contain interactions. For example,

NAMELIST ; EdFem= female,educ*female $
REGRESS ; Lhs = income ; Rhs = one,age,edfem $

Note that EdFem is not a variable. It is a list of three variables, one of which is a product of two variables. You can
also include the interaction terms directly in the model command, as shown in Figure 23.
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Figure 23. Interaction Effect in a Model

It is possible as well to have interactions of categorical variables and other variables, as shown in Figure 24.
Although it is unlikely that you would need it, it is also possible to have interactions of categorical variables. The
procedure is described in the manual.
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Figure 24. Interaction of Categorical Variable with Other Variable

A Tip: It is easy to create multicollinearity with category variables and interactions. In all cases, NLOGIT will do
its best to compute the regression you specify. NLOGIT will never, upon detecting multicollinearity, drop some
variables and fit some model that you did not specify that does not have a multicollinearity problem. Decisions
about model specification are made by you, not the program.
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E. Panel Data

All panel data applications are handled the same way. To set up the procedures, you will prepare an indicator
variable that NLOGIT will use to manage the data handling. Our 14 observation,IncomeData file is a panel, as can
be seen from the ID variable in Figure 25. NLOGIT assumes that a panel data set contains some kind of identifier
variable such as ID in Figure 25. The ID variable does not have to be a sequential set of integers. It can be anything
(it need not even be integers), so long as it takes the same value for every observation in a group and it changes (up
or down) from one group to the next. To set up a panel,at the beginning of your session, use

SETPANEL ; Group = the id variable ; Pds = name for a variable that NLOGIT will now create $

The Pds variable will contain in each row of a group the number of observations in the group. You may use any
name you wish. We usually use Ti. Figure 25 shows the results of

SETPANEL ; Group=id;Pds=Ti $
NOTE: SETPANEL should be issued immediately after the data are imported.
A Tip: This works the same way for balanced or unbalanced panels. You need not worry about unbalanced panels.

A Second Tip: If you have a balanced panel with Tperiods (whatever T is) and you don’t have an ID variable, you
can create one with

CREATE ; MyID =Trn(T,0) $ For example, Trn(10,0)

A third Tip: If you have an unbalanced panel and you do not have an ID variable, you cannot use this data set as a
panel. You must create the ID variable somehow. NLOGIT cannot do it for you.

A Last Tip: The SETPANEL setting is not etched into the project. When you save the project, SETPANEL is not
saved. When you reload the project, you must reissue the SETPANEL command.

SETPANEL creates some internal settings as well. Most panel versions of models are requested by just adding
;PANEL to the model command. If you change the sample from what it was when you issued the SETPANEL
command, this will break the counter variable. Not to worry. When your command contains ; PANEL, NLOGIT
recreates the counter so that it matches the observations in the active sample. In our example, if we were to
REJECT;Age>62$, the count for group 3 would be incorrect — it would change from 4 to 3. SETPANEL takes
care of this as it processes your model commands.
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Figure 25. Panel Data
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After the panel data set is defined with SETPANEL, the panel data versions of most models are invoked just by
adding ;Panel to the command, as shown in Figure 26.

) Untitled 1+ E=REol =™
ﬂ Insert Name: | ﬂ

SETPAMNEL ; Group = id ; Pdes = ti 3§ -
REGRESS . Lhs = income : Rhs = one,age.female:panel 3 [

Figure 26. Panel Data Regression Command

The default linear panel data model produces quite a lot of results — it displays all three of the pooled model, fixed
effects and random effects estimates. The Figures 27 and 28 show the preliminary results and the fixed effects
results for our small data set. You can specialize the command with

REGRESS ; Lhs = income ; Rhs = one,age,female ; Panel ; Fixed Effects $

and likewise for random effects. All of the panel data models in NLOGIT (there are about 50) provide several
versions (e.g., fixed vs. random effects) that are requested by adding ;Panel and an additional specification in the
model command.

| -» ZSETPANEL ; Group = id : Pds = ti 5

e +
| Wariable = YVariahle Groups Max Min Average |
| TI Group sizes ID 5 4 1 2.8

e +
| -» REGREZS ; Lhs = income ; Rhs = one.,age,.female:panel S

e +
| Wariable = YVariahle Groups Max Min Average |
| TI Group sizes ID 5 4 1 2.8

e bttt R e e P +
e ettt ittt +

Frequency count for group sizes of TI

| I
| Group size = 1 Pct = 20.00% CumPet = 20.00% |
| Group size = 2 Pct = 20.00% CumPet = 40.00% |
| Group size = 3 Pct = 20.00% CumPet = 60.00% |
| Group size = 4 Pct = 40.00% CumPet = 100.00% |
e ettt ittt +

Figure 27. Preliminary Report for Panel Data Model

F. Robust Covariance Matrices and Cluster Corrections

We mention this feature separately because it is so common in the contemporary literature. So called robust
covariance matrices for least squares and maximum likelihood estimators are requested by using

; Robust
in the model command.
A Tip: The ‘robust’ for the linear model in a cross section is the White estimator, which is requested (only for the

linear model) with ;Heteroscedasticity. For time series, the Newey-West estimator is requested with ;Pds=T
without ;Panel.
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Figure 28. Results for Panel Data Model

The correction for clustering is applied in panel data sets (or clustered data sets that look like panels). All model
commands are modified the same way:

; Cluster = an identity variable such as ID in figures 29 and 30
or ; Cluster = a fixed cluster size if all clusters are the same size, e.g., ; Cluster = 5.

¢7] Untitled 1* = R
ﬂ Insert Marne: ‘ ﬂ

REGRESS | Lhs = income : Rhs = one,age, female -
Cluster = id &

Figure 29. Cluster Correction in Regression
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Figure 30. Results for Cluster Correction of Standard Errors for a Model

A Tip: ;Cluster is supported for every model that is estimated using least squares or maximum likelihood
estimation. It is not supported for quantile estimators or nonparametric estimators.
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VIl. Econometric Models

There are several hundred model specifications supported by NLOGIT. The set has roughly 70 basic forms such as
linear regression, Poisson, Logit, Tobit, and so on. Nearly all of the basic specifications support multiple variants
and extensions and about 50 also support several different panel data treatments. For example, Poisson also includes
5 forms of negative binomial models and several additional forms of count models, as well as fixed effects, random
effects, latent class and random parameters specifications. Probit is the basic binary choice model, but you can also
choose among 5 other forms including Logit, Arctangent, Weibull, Complementary log log, and some exotic forms
that few people have ever heard of but are useful for studying the behavior of binary choice estimators. The list
below will show the commands for some of the most common and familiar models. In each case, there are many
variants described in the manual. And, of course, there are the hundreds of additional models. All of the models
listed below are contained in both LIMDEP andNLOGIT. In each case there are many options that can be added to
the model command. The list below shows a few in each case.

In the discussions to follow, we will present some examples based on a larger, ‘real’ data set named HealthData.csv.
This is a subset of a larger data set from a health economics study by Riphahn, Wambach and Million that appeared
in the Journal of Applied Econometrics in 2003. The original panel data set contains 27,326 observations on 7,293
households. Our subset contains 2,039 observations on 550 households. The data are imported with the usual
command

IMPORT;File="...HealthData.csv”$
The discussions below show the results of various commands that illustrate the models. There is a script file for you

to use to enter the commands by highlighting them one at a time. Use File—Open... and navigate to HealthData.lim
to open the file in its own Text/Command window.

A. Essential Models: Estimation Commands
These are some of the most commonly used models and data analysis tools:
1. Descriptive statistics
DSTAT ; Rhs = the list of variables $
Useful options  ; Output = 2 requests a correlation matrix
; Str = categorical variable requests statistics by strata

; Quantiles requests order statistics for each variable
; Rhs = *requests results for all variables.

Example: DSTAT ; Rhs=*$
Descriptive Statistics for 15 wariables
Yariable| Hean Std . Dev. Hinimum Hazximum Ca=ze= Missing
ID 271.2604 156 . 8122 1.0 EEO.0 2039 a
AGE 4384649 10.52561 25.0 6410 2039 a
EDUC 11.52332 2348033 7.0 8.0 2039 a
FEHALE L 468367 .499121 0.o 1.0 2039 a
HARRIED L709171 454256 0.o 1.0 2039 a
HHEIDS .383031 C4Be245 0.0 1.0 2039 a
THCOME .343503 L1ekR108 .04noo00 2.0 2039 a
DOCVIS 4.022070 7.893551 0.o gz2.0 2039 a
HOSEVIS L165277 1.406089 0.o 48.0 2039 a
FUELIC .B92594 .309704 0.o 1.0 2039 a
ADDON .oogszg L093564 0.0 1.0 2039 a
DOCTOR L 627759 483521 0.o 1.0 2039 a
HOSFITAL .084846 .2787:20 0.o 1.0 2039 a
HEALTHY .588033 .492310 0.o 1.0 2039 a
HLTHSAT 2.423737 1.123810 0.o 4.0 2039 a
PSTAT results are matriz LASTDSETA in current project.

Figure 31. Results for DSTAT
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2. Scatter plot

PLOT ; Lhs = variable on horizontal axis
; Rhs = variable(s) on vertical axis $
Useful options: ; Title=Up to 80 characters for title
; Vaxis=Up to 60 characters for vertical axis
; Grid to request background grid
; Fill to request lines to connect dots in plot
; Regression to display regression line of Rhs variable on Lhs variable
Example: PLOT ;if[Income <= 1.25]
;Lhs=educ
;Rhs=income
; Title=Income vs. Education (Income Under 1.25)
;Grid ; Regression $

Income vs. Education (Income Under 1.25)

Fitied INCOME
EETREET)

B eiTs
Rsg= 0734

INCOME

Figure 32. Scatter plot with Regression
3. Histogram

HISTOGRAM ; Rhs = the variable $
Useful options  ; Title=up to 80 characters for title
; Group = a categorical variable that defines up to 5 groups
Example: HISTOGRAM ; if[income <= 1.25] ; Rhs = hlthsat
; Title=Health Satisfaction by Gender
; Group = Female ; Labels=Male,Female $

Health Sati by Gender

Frequency
H
1

=B

[ 1 2 3 4

[ v e rowie

Figure 33. Histogram for Two Groups
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4. Kernel Density Estimator

KERNEL ; Rhs = list of variable(s) (up to 5) $
Useful options  ; Normal — plots normal density with same mean and variance
; Title=up to 80 characters for title
Example: KERNEL ; iffincome <= 1.25] ; Rhs = Income
; Title=Income by Gender
; Group = Female ; Labels=Male,Female $

Density

2,70

Income by Gender

001,
.000 250 500 750 1.000 1.250
INCOME

‘ —— MALE - FEMALE

Figure 34. Kernel Density Estimators

5. Linear Regression

REGRESS ; Lhs = dependent variable

; Rhs = independent variables (include constant term ONE on Rhs) $
Useful options  ; Cluster = specification

; Heteroscedasticity to request White estimator

; Plot to request a plot of residuals

; Test: restrictions.

; Test:list of variables tests the hypothesis that the coefficients are all zero

Example: REGRESS ; Lhs = income
; Rhs = one,age,educ,married,female,hhkids
; Cluster =id $

| Covariance matriz for the model is adjusted for data clustering.
| Sample of 2039 ob=ervation= contained ES0 clu=sters defined by
| wariable ID which identifie=s by a walus a cluster ID.
Ordinary least squares regression ... ... ...
LHS=IHCOHE Mean = .34350
Standard dewviation = .1leel1l
—————————— Ho. of observations = 2039 DegFreedom Hean =quare
Fegression Sum of Sguares = 8.05473 =) 1.610895
Fesidual Sum of Sguares = 48,1775 2033 .02370
Total Sum of Sguares = Bg.23z22 2038 L02759
—————————— Standard error of & = .15394  ERoot MSE .15371
Fit F—=quared = .14324 ER-bar sguared L14113
Fodel test F[ 5. 2033] = £7.97893 Frob F » F= .gooon
| t
| Standard Prob. 95 Confidence
INCOME| Coefficient Error -1 |z|>Z% Interval
Constant | .03270 .04147 L7900 4304 —.04857 011397
AGE | —.000z24 .0o049 —.49 6230 —.001z0 .goozz2
EDUC| L0209 %%% .00263 7.97 0000 .01579 .02609
HARRIED| .1094 4= .01441 7.59 .0000 .08119 .13768
FEMALE | .01079 .0121% JB9 3756 —.01308 .03465
HHEIDS| —. 00684 .00973 —-.70 .4819 —.02592 01223
Hote: =x% =% % == Significance at 1¥, 55X, 10% lewel.

Figure 35. Linear Regression with Cluster Corrected Standard Errors
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6. Instrumental Variables — 2SLS

2SLS ; Lhs = dependent variable ; Rhs = all right hand side variables
; Inst = list of all exogenous variables including all exogenous variables (and ONE)
that are in the Rhs list plus any instrumental variables not in the model $
Useful options: ; Cluster
Example: 2SLS ; Lhs = income ; Rhs = one,age,educ,hlthsat
; Inst = one,age,educ,married,hhkids $

Two stage least sguares IegressSion ............
LHS=INCOME Mean = .34350
Standard deviation = 16611
Number of observs. = 2039
Model size Parameters = 4
Degrees of fresedom = 2035
Residuals Sum of sguares = 421.241
Standard error of & = 45497
Fit R-squared = -6.50582
Adjusted R-sguared = -6.51689

Mot using OLS or no constant. Rsgrd & F may be < 0
[[nstrumental Variables:

CHE BAGE EDUC MARRIED HHEIDS
________ oo ______
Standard Prob. 95% Confidence
INCOME| Cosfficient Error z |z|>Z%* Interval
________ oo ______
Constant | 1.16576%== L31967 3.65 .0003 .53923 1.792249
BGE| —.00830%== .00z79 -2.97 .0030 -.01377 -.00283
EDULC | L0417 0% .0o0s38 4.97 .0000 L02527 .05813
HLTHSAT | ~.38735%%= L 11547 -3.35 .0008 -.61366 -.16104

Note: ***, *x,_ * ==> Significance at 1%, 5%, 10% level.

Figure 36. Two Stage Least Squares

7. Binary Choice

PROBIT or LOGIT ; Lhs = dependent variable

; Rhs = independent variables $
Useful options ; Hold requests results be retained for use by SELECTION in the next step
Example: SETPANEL ; Group=id;Pds=Ti $

PROBIT ; Lhs =doctor
; Rhs = one,age,educ,married,female,income
; Panel ; RandomEffects
; Test: income $



| Variable = Variable Groups Max Min Average |
| TI Group sizes ID 550 7 1 3.7

Freguency count for group sizes of TI

| |
| Group size = 1 Pet = 20.36% CumPet = 20.36%
| Group size = 2 Pct = 12.55% CumPct = 32.91%
| Group size = 3 Pet = 12.36% CumPet = 45.27%
| Group size = 4 Poct = 17.64% CumPct = 62.91%
| Group size = 5 Pet = 14.55% CumPet = 77.45%
| Group size = 3} Pct = 12.91% CumPct = 90.36%
| Group size = 7 Pot = 9.64% CumPet = 100.00%
B et e e e e e e e +
Normal exit: 4 iterations. Status=0, F= 1296.763

Binomial Probit Model

Dependent variable DOCTOR
Log likelihood function -1296.76286
Restricted log likelihood -1346.02091
Chi sguared [ S d.f.] 95.51611
Significance level .ooooo
McFadden Pseudo R-squared .0365953
Estimation based on M = 2038, K = 6
Inf.Cr.AIC = 2605.5 AICAH = 1.278
Hosmer-Lemeshow chi-sguared = 16.57925
P-value= .03480 with deg.fr. = g

—————— LM test for Random Effects -----

ChiSgd.[1] 84.927 P value .ooooo
________ D
| Standard Prob. 95% Confidence
DOCTOR| Cosfficient Error z |z|>Z= Interval
,,,,,,,, L
| Indes function for probability
Constant| -.17065 .20921 -.82 .4147 -.58068 .23939
AGE| L01555%=* .0o0z2s0 5.66 .0000 .01038 .02134
EDUC | —.03447==x .01304 -2.64 .0082 -.06003 -.00891
MARRIED | L12723= L06718 1.89 .0582 -.00443 .25890
FEMALE | L35210%%# .05858 6.01 .0000 .23738 .46699
IHCOME | -.12679 .1B8613 -.68 .4958 -.49161 .23802
________ + e

5%, 10% level.

Random Effects Binary Probit Model

Dependent wvariable DOCTOR
Log likelihood function -11680.67924
Restricted log likelihood -1296.76286
Chi sguared [ 1d.f.] 232.16724
Significance level .ooooo

[(Cannot compute pseudo RZ.  Use RHS=one
to ohtain the reguired restricted logl)
Estimation hased on N = 2039, K = 7
Inf.Cr.AIC = 2375.4 AIC/H = 1.165
[Inbalanced panel has 550 individuals
- ChiSgd[1] tests for random effects -
LM ChiBgd 894,927 P walue .noooo
LR ChiBgd 232.167 P walue .ooooo
Wald ChiSgd 166.237 P wvalue .noooo

Wald test of 1 linear restricticons
Chi-sguared = .02, P walue = _8778
________ o
| Standard Prob. 95% Confidence
DOCTOR| Coefficient Error z |z|>Z= Interval
,,,,,,,, o
Constant| -.34308 .3B8114 -.90 .3680 -1.09009 .40394
AGE| L02426%%x .00519 4.683 .0000 .01409 .03443
EDULC | -.04678= .0z2430 -1.92 .0543 -.09441 .0o0sa
MERRIED | .03380 .11087 .30 .7BOS -.18350 .25110
FEMBLE | .51913%%x .11488 4.52 .0000 L2939 .74430
INCOME | .04731 .30761 .15 .8778 -.55559 .B5022
Rha| LAB303%ex .03751 12.89 .0000 .41011 .55715
________ o

5%, 10% lewvel.

Figure 37. Random Effects Probit with Test of Restriction



Example LOGIT ; Lhs =doctor
; Rhs = one,age,educ,married,female,income
;ROC$

Binarv Logit Model for Binary Choice

Dependent variahle DOCTOR
Log likelihood function -1296.68925
Restricted log likelihood -1346.02091
Chi sgquared [ 5d.f.] 98.66333
Significance level .0oooo
MoFadden Pseudo R-sguared . 0366500
Estimation hased on N = 2039, K = ]
Inf.Cr . AIC = 2605.4 AIC/H = 1.278
Hosmer—Lemeshow chi-squared = 17.88908
P-value= .02207 with deg.fr. = g
________ o ___
Standard Prob. A5% Confidence
DOCTOR| Coefficient Error z |z | >2Z% Interval
________ o _____
Constant | -.27591 .33808 -.82 4144 -.93854 38673
AGE| L0258 === .00459 5.63 oooao 01685 034584
EDUC| —.0560p=** .0z2104 -2.66 0077 -.0%730 -.014582
MARRIED | L20583= .10931 1.38 o587 -.00841 42008
FEMALE | LS7hYdex .09603 6.01 oooa 38872 76515
INCOME | -.22760 .30084 -.786 4493 -.81723 3ez02
________ o o _____

— 100.004

75.00H

Recyr_Op
2
[=]
I.‘IJ

25.00

T
0.00 25.00 50.00 75.00 100.00

— P =11 No fit

Figure 38. LOGIT Model with Receiver Operating Curve
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8. Count Data

POISSON ; Lhs = dependent variable
; Rhs = independent variables $
Useful options  ; Exposure = exposure variable

NEGBIN ; same as Poisson for negative binomial model
Useful options  ; Model = NB1 or NB2 or NBP
Example: NEGBIN ; Lhs = docvis ; Rhs = one,age,educ,married,income $

Poisson Regression

Dependent varishle DOCVIZ
Log likelihood function -10167.86134
Restricted log likelihood -10730.14514
Chi sguarsd [ 4 d.f.] 1124.52759
Significance level .ooooo
MeFadden Pseudo E-squared .0524004
Estimation hased on M = 2039, E = 5
Inf.Cr.AIC = 20345.8 BIC/H = 9.978

[Chi- squared = 27891.27736 RsgP= .1166
3 - sguared = 16229.37401 RsgD= .0648

Overdispersion tests: g=mu(i) g§.083
Overdispersion tests: g=mu(i)™2: B§.365
________ o o
| Standard 95% Confidence
DOCVIZ| Coefficient Error z Interval
________ b o
Constant | 1.59095%x= 1.41474
BGE| L02110%== .01901
EDUC| -.10607=%x -.11845
MARRIED| L25240%%=x .19758
IHCOME | 4547 4xxx -.61506

MNormal exit: 5 1terations. Btatus=0, F= 4820.676
For NB model, null logl= -4820.6762

MNormal exit: 11 iterations. Status=0, F= 4763.008
Negative Binomial Regression

Dependent variahle DOCVIE

Log likelihood function -4703.00834

Restricted log likelihocod -10167.88134

Chi sguared [ 1d.f.] 10809. 74601

Slgnificance level .0oooo

McFadden Pseudo R-squared .9315633

Estimation hased on M = 20349, E = b

Inf.Cr.AIC = 9538.0 AIC/N = 4,678

MNegBin form Z; Psi(i) = theta
Tests of Model Restrictions on Meg.Bin.

Model Logl ChiZguared[df]
Poisson (k=0) —10730.15  eeesexxex [xx]
Foisson -10167.88 1124.5 [ 4]
MB . Poisson -4763.01 10809.7 [ 1]
MB (b=0) -4820.68 115.3 [ 4]
________ o
| Btandard Prohb. 95% Confidence
DOCVIZ| Coefficient Error z |z | 2% Interval
________ b o
Constant | 1.71407%x= .24382 7.04 .0000 1.23658 2.19157
AGE| L0205 1x== .003z20 6.50 .0000 .01453 .02709
EDUC| . 10654 4=== .01482 -7.28 .0000 -.13510 -.07778
MARRIED| L21359%== .0v619 2.80 .0051 .0p426 . 36293
IHNCOME | -.6EE3 1= .29195 -2.35 .0187 -1.25852 -.11410
|Dispersion parameter for count data model
Alpha| 2.29507 === 08590 26.72 .0000 2.12670 2.46343
________ b o

Mote: e, xx = Bignificance at 1%, 5 10% level.

Figure 39. Negative Bonomial Model with Poisson Starting Values



9. Ordered Choice Models

ORDERED
or OPROBIT
Useful options
Example:

Ordered Probability Maodel

Dependent variahle HLTHZAT
Log likelihood function -2861.66224
Restricted log likelihood -2934.,80920
Chi squared [ 4 d.f.] 146.293582
Significance level .ooooo
MeFadden Pseudo R-sgquared L02459239
Estimation based on N = 2039, K = g
Inf.Cr.aIC = 5739.3 AIC-H = 2.815

Model estimated: Apr 21,

Underlying probabilities based on Normal

________ S

|
HLTHZAT| Coefficient
,,,,,,,, oo

| Index function for probability

Constant| 1.90355%%x* L1702z 11.18 .o000 1.56992 2.237186
AGE| —-.02238%%x .0o227 -9.85 .0000 -.02684 -.01793
EDUC| L05454%xx .01063 5.13 .0000 .03371 .07537
IMNCOME | .21360 . 14649 1.50 .1338 -.086751 .50671
FEMALE | -.04029 .04789 -.84 .4002 -.13415 .05357
|Threshold parameters for index
Mu (01) | LBOO73%xx .02878 20.88 .0000 .54433 .B5713
Mu(02)| 1.70224%%x .02793 63.81 .0000 1.72750 1.83698
Mu (03) | 2.41924=%x .03222 75.08 .0000 2.35609 2.48239
+
*

; Lhs = dependent variable
; Rhs = independent variables $ (ONE must be the first Rhs variable)

; LOGIT for ordered logit. Verb OLOGIT is the same as ORDERED:; Logit.

ORDERED ; Lhs = hlthsat
; Rhs = one,age,educ,income,female
; Partials ; Full $

2013, 09:36:39

Standard Prob. 95% Confidence
Error z |z|>2% Interval

| Fregquen
| Outcoms Count
| ____________________
|HLTHSAT=00 125
|HLTHSAT=01 217
|HLTHSAT=02 12
|HLTHSAT=03 439
|HLTHSAT=04 446

oy Cumulative < = Cumulative > =
Percent Count Percent Count Percent
_______________________________________ |
6.1305 125 6.1305 2039 100.0000
10.6425 342 16.7729 1914 93.8695
39.6234 1154 56.5964 1697 §3.2271
21.5302 1593 78.1265 BE5 43.4036
21.8735 2039 100.0000 446 21.8735
______________________________________________ +

Cross tabulation of predictions and actual outcomes

lv(i.i)] o

4 |Total]

Row = actual., Column =
Prediction is number of

Cross tabulation of out

[ 1 1 2 1 3 |
| o | 0 o] 122 0| 3| 125
|1 0| [ o] 12| =217]
|2 0] o] 751 o] 6&1] 812]
|3 0] o] 3s80] o] 53] 439]
| 4 0] o] 291 o] 5G| 448
| Total] 0] 0] 1849] 0| 190] 2039

Prediction. Model = Probit
the most probable cell.

cones and predicted probabilities.

lyci. il O

| L | 2 | 3 | 4& |Totall
| o | 9] 15| 53] 25| 22| 125]
| 1 | 18] 26| 90| 44| 41| 217
| 2 | 4] 80| 330 171 168 B812|
| 3 | 23] 42| 171| 98| 105| 439]
| & | 23] 42| 172| 100 109] 446
| Total| 125| 215] 816] 439| 444] 2039]

Row = aétual, Columﬁ =
Value(j.m)=Sum{i=1 Hiv{

Colunn totals may not match cell sums because of rounding error.

Prediction, Model = Probit
1.7)*pii.m).

Figure 40. Estimated Ordered Probit Model
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Marginal effects for ordered probability model
M.E.s for dummy variables are Pry|z=1]-Pr[v|xz=0]
Hames for dummy variables are marked by =,
________ o o
| Partial Frob. 95% Confidence
HLTHSAT| Effect Elpsticity -4 |z|>Z= Interval
e S
- [Partial effects on Prob[Y=00] at means]----
AGE L00245%=%% 1.98615 9.17 .0000 .00193 .00298
EDUC —.0059G%=%* -1.27186 -5.03 .oooo -.00831 -.00365
INCOME -.02408 -.15266 -1.50 .1347 -.05563 .00747
*FEMALE .00443 .08171 .84 .4015 -.0059z2 .01477
| === [Fartial effects on Prob[Y=01] at means]--------------
AGE | L00293%xx 1.24264 9.80 .0000 .00234 .00351
EDUC| =007 13%xx -.79575 -5.12 .oooo -.00986 -.00440
INCOME | -.0z2872 -.09551 -1.50 .1339 -.08627 .00go4
*FEMALE | .00s27 .05104 .84 .4004 -.0o0701 .01756
—————————————— [Partial effects on Prab[Y=02] at means]--------------
AGE L00341=%x L3B272 8.66 .0000 .00264 .00418
EDUC —.00832=%* -.23227 -4.94 .0000 -.01161 -.0o0s02
INCOME -.03348 -.02788 -1.49 .1351 -.07739 .01043
*FEMALE .01485 .84 3993 -.00812 02037
mmmmmm e [Partial effects on Prob[Y=03] at means]---
AGE L00237=%% -. 46865 -7.86 .0000 -.00296 -.00178
EDUC| L0057 0xxx .30011 4.78 .0000 .00341 .oogl1s
INCOME | .023z28 .03e02 1.48 .1378 -.00747 .05402
*FEMALE | -.004z28 -.01927 -.84  .4022 -.01429 .00573
| === [Fartial effects on Prob[Y=04] at means]--------------
AGE | —.00642%xx -1.35331 -9.36 .o000 -.00778 -.0os08
EDUC| L015p50%xx .06662 5.06 .0000 .00959 .02171
INCOME | L06300 .10402 1.50 .1338 -.01936 . 14536
*FEMALE | -.01155 -.05550 -.84  .3997 .01533
,,,,,,,, o
z, prob valuss and confidence intervals ars given for the partial effect
Hote: *x%, %%, % == Significance at 1%, 5%, 10% level.

Sunmary of Marginal Effects for Ordered Probability Model (probit)
Effects computed at means Effect=s for binary variable= (*®) are
conputed as differences of probabilities, other wariables at neans
Binary wariables change only by 1 unit =o =.d. changes are not shown.
Elasticities for binary variables=partial effect-probability = XchgP

Continuous Variable AGE Changes in AGE # chgl

|
Outcome Effect dPy<=nn-dX dPy>=nn-dX 1 StdDew Low to High Elast

¥ =00 .00245% .onz4% .onooo .02584 09573 1.98615
¥ =01 00293 .onsag —. 00245 .o3081 11415 1.24264
¥ =02 00341 .ongrve —.00538 .03592 13309 L3R272
¥ =03 —.00237 o642 —.00879 —.02497 —.09253 — . 46865
¥ o= 04 —.00642 .gnooo —. 00642 —. 06759 — 25044 —-1.35331

Continuous Variable EDUC Change=s in EDUC # chg|

Cutcomnes Effect dPyc=nn-di dPy:=nn-di 1 StdDev Low to High Elast

¥ =00 —. 00598 —.00598 .onono —.01404 - DE579 -1.271%86
¥ =01 —.00713 —.01311 00598 —. 01675 —. 07845 —. 79575
¥ =02 —.0no83z —.02143 .01311 —.01952 —. 09147 —.23227
¥ =03 00578 —. 01565 .02143 01357 06359 .30011
T o= 04 L01565% .gnoon .01565 .03674 17211 .BRERZ
| Continuous Variahle INCOME Changes in INCOME % chg|
|

Outcomns Effect dPy<¢=nn-dX dPy:=nn-dX 1 StdDev Low to High Elast
¥ =00 —.0z240%8 —. 02408 .onooo —. 00400 —.04720 —.152kE
¥ =01 —.nz87z2 —.05280 .0z408 —.00477 —. D5628 —.09551
¥ =02 —.033418 —.0a628 05280 —. 00556 - 06562 —.02788
¥ =03 .0z23z28 —. 06300 .08628 .op3se7 04562 .03602
T o= 04 0&300 ooooo 06300 01046 12348 10402
| Binary({0-1) Variable FEHALE Changes in *FEHALE % chgl
|

Qutcomne Effect dPv<=nn~dX dPy:=nn-dX 1 StdDew Low to High Elast
¥ =00 00443 00443 .onooo - 00443 08171
¥ =01 00827 .onevo —. 00443 - 0nsz27 .05104
¥ =02 00613 01582 —.00970 - 00613 01485
¥ =03 —.00428 .0115% —. 01582 - —.Do4z2g —.01927
¥ o= 04 —.0115% .onooo —. 01155 - —.D115% —. 05550

Figure 41. Full Partial Effects Analysis for Ordered Probit
10. Stochastic Frontier and Data Envelopment Analysis

FRONTIER

; Lhs = dependent variable

; Rhs = independent variables $ ONE must be first

; Cost to fit cost frontier. Production is the default

Techeff = varible to hold estimate of technical efficiency, firm specific
Eff = variable to hold estimate of inefficiency, firm specific

ALG = DEA requests data envelopment analysis.

Example: This example uses a data set on production of Spanish Dairy farms.
NAMELIST ; x = one,x1,x2,x3,x4 $

REGRESS ; quietly ; Lhs=yit ; Rhs =x ; Res=ols $

Useful options
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KERNEL ; Rhs = ols

; Title=Evidence of Inefficiency in OLS Residuals $
FRONTIER ; Lhs =yit ; Rhs = x ; Techeff=eui $

KERNEL ; Rhs = eui

; Title=Estimated Efficiency Distribution for Dairy Farms $

Evidence of Inefficiency in OLS Residuals

oLE

t
) -1 4

Wisrnel demutfy sstimais for  OLE

Kernel Density Estimator for OL3 M
Eernel Function = Logistic
Ohservations = 14582

Foints plotted = 1482

Bandwidth L029289
Statistics for abs¢1ssa valuss-—--- ¥
Mean = .00000o0 H
Standard Deviation = . 140164

Skewness = -.296061
FKurtosis-3 (excess)= LB02483

Chi2 normality test= 1.801944

Minimum = -.554019 L]
Mazximum = .583301 =
Results matrix = EERMEL

Limited Dependent Variable Model - FRONTIER

Dependent wvariable YIT
Log likelihoad function B22.68831
Estimation based on W = 1482, K = 7
Inf.Cr.AIC = -1631.4 AIC/H = -1.101
Wariances: Sigma-squared(v)= .01075

Sigma(wv) = .10371

Sigma-sguared (u 02425

Sigma(u) .15573
Silgma = Igr{(s™2(u)+s72 (v .18710
Gamma = sigmaiu)”2-sigma” LB9277
Var[u]-{Var[u]+Var[v]} .45037

Stochastic Praduction Frontier, e = v-u
————— [ Tests vs. Mo Inefficiency ]-----
LR test for inefficiency vs. OLZ v only
Dey. freedom for sigma-sguared(u):

Dey. fresdom for heteroscedasticity: D
Deg. freedom for truncation mean: u]
Dey. fresdom for inefficiency madsl: 1
Logl when sigma(u)=0 §09.67610
Chi-sg=2*[LogL (5F)-LogL(L8)] =  26.024
Fodde-Palm C*: 95%: 2,706, 99%: 5.412
LM test for sigmaiu] = 0 hased on ols =
Chi-sg[1]=(N/6)*[m3rs~3]"2 21.665
Wald tests based on MLEs shown in table

Standard Prah. 95% Confidence
¥IT| Coefficient Error z |Z|>Z= Interval

|Deterministic Component of Stochastic Frontier Model
.o04

Constant | 11.7014%== 47 2614.87 .0000 11.692¢6 11.7101

X1| L5836 3%%% .01887 30.93 .0000 .54670 .62068

2| .03555%==* .01113 3.20 .0014 .01375 .05736

X3 L02256% .01z281 1.76 .0783 -.00256 .04768

4| L4494 gxxx .01035 43.42 .0000 .42919 46977
|Wariance parameters for compound error

Lambda | 1.50164%== .08748 17.17 .0000 1.33019 1.67310

Sigma| L 187 10%== .0o011 16%8.90  .0000 .1B6EE .18732

Note: wxx, xx,  x

10% level.

Distribution for Dairy Farms

Density

| Kernsl denslly ssiimais for  EUL

Figure 42. Stochastic Frontier Efficiency Analysis
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B. Post Estimation Model Results

After estimation of the model parameters, a variety of computations are used to analyze the model results. Two
common calculations are model predictions/simulations and partial effects. There are also standard results
computed with model results that are retained so that they can be used in later analyses

1. Predictions

Single equation models can create a new variable that is the predictions for the model using

; Keep = the new variable.

Models differ on what the prediction is. In most cases, it is the expected value of the dependent variable. For a few
models, it is also possible to retain residuals with

; Res = the new variable.

For most models, this is not a meaningful result, however. For probability models, such as PROBIT, LOGIT and
ORDERED, the predicted probability for the observed outcome is saved with

; Prob = the new variable.
2. Simulations

After estimation, model estimation programs store the results for two large processors to use, the simulator and the
partial effects program. These use separate post estimation commands. The simple command

SIMULATE $

Produces the average prediction from the model, with an estimated standard error and confidence interval for the
mean simulation. Adding ;List to the SIMULATE command produces a listing of the predictions. Adding
;Keep=name to the command requests that a new variable that contains the simulated values be created in the data
set.

A Tip: If you have thousands of observations, it might not be a good idea to use ;List. If you are trying to produce
what looks like a huge list, the program will ask you if you are sure you want to do this.

Figure 43 shows estimation and simulation of a linear regression with an interaction term. The SIMULATE feature
accounts for the nonlinearities in the regression. A second example based on a binary choice model appears below
in Figure 44.

) Untitled 1+ | =
fe| nse tome. | =] |-% SIMILETE:listS -
REGRESS Lhs = income - -- - - - -
: Rhs = one.age.edulc. female, educ*female § Model Simulation Analysis for Linear Regression Function
SIMULATE: list$ - -- -- - - --
Simulations are computed by average over sample observations
User Function Function Standard
(Delta method) Value Error |t] 95% Confidence Interval
Obs. = 1 . 37525 .03850 9.75 .29979 .45070
DegFrosdem  Mean squsre Gbs. = 2 .36867 .03842 9.60 .29336 .44397
4 -04519 Obs. = 3 36209 .03850 9.41 . 28664 43754
o (oass Obs. = 4 .34157 03572 9.56 .27155 .41159
5 Root MSE (05336 Obs. = 5 .33499 .03420 9.80 26796 .40202
R-bar squared ‘73904 Obs. = 6 32841 03278  10.02 26416 39268
Prob F > E= -00212 Obs. = 7 .31525 03033 10.38 . 25580 37469
S5 Comtidonee Obs. = 8 .18012 .02923 6.16 .12283 .23741
Interval Obs. = 9 16636 .03258 5.12 10310 .23082
e | Obs. = 10 . 16038 .03439 4.68 .09287 .22779
| o Obs. - 11 .15380 03627 4.24 .08271 .22490
EDuc | 21714 Obs. = 12 . 12825 . 06645 1.93 -.00199 .25849
e B S B
EEALE . 5. = . . . - .
fntretdt] phael s7e mAnd o meaelsz o -eleno Avrg. Functiom 23862 01779 13.42 20376 27348
Hote: mem, =w, = == Significance at 1%, 5%, 10% level. - ail

Figure 43. Regression Results and Simulation
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3. Partial Effects

Partial effects are an essential part of model estimation. There are several issues to be considered in computing

partial effects for a nonlinear model:

o Partial effects are often (correctly) computed as scaled coefficients. However, differences can arise
between results computed by using the sample means of the data (PEA, or partial effects at averages) and
results computed by averaging the computations across the sample (APE, or average partial effects).

o Partial effects for dummy variables should be computed as discrete differences in predicted values, not
scaled coefficients (though the latter is often a surprisingly good approximation to the former).

o When there are nonlinearities in the index function of the model, such as B'x = Bo + Biz + [3222, the
program should compute a partial effect for z using the chain rule, not meaningless scaled coefficients for z
and separately for 72

o When there are interactions in the index function model, such as B’x = Bo + B,Ed + B,Fem + B;EdxFem,
the partial effects for Ed and Fem (or the interactions in general) should account for the interaction. There
is no separate partial effect for the product term.

o Partial effects for the components of categorical variables can be analyzed in terms of transitions from

one level to another, not always strictly between the categories and the base case.

NLOGIT’s partial effects estimator, accessed with the command PARTIALS, accounts for all of these aspects. The

basic command is

PARTIALS : Effects : variable $

More than one variable can be analyzed by separating the names with slashes (not commas). An example appears in

Figure 44. The model command is PROBIT;Lhs=doctor;Rhs=one,age,educ,female,married,female*educ$

| -» PARTIALS ; Effects : age ~ educ ~ female ~ married ; Summary 3
Partial Effects for Probit Probability Function

Partial Effects Averaged Over Observations

* == Partial Effect for a Binary Variable

Partial Standard
(Delta method) Effect Error |t] 95% Confidence Interval
AGE .00583 .0o100 5.85 .00387 .0o0778
EDUC -.01290 .00454 2.84 -.02180 -.00400
= FEMALE . 12965 .02119 6.12 .08812 17117
* MARRIED .04179 .02376 1.76 -.00477 .08836

Figure 44. Partial Effects for a PROBIT Model

Partial effects are computed by averaging across observations (average partial effects). Partial effects are computed

at sample means by using ;Means.

A Tip: In a very large sample, average partial effects can take a very long time to compute. Use ;Means.

There are several ways to analyze scenarios with the variables in the model. The next example illustrates.

Example: LOGIT ; Lhs = Doctor
; Rhs = one,age,educ,income,female,age*female $
SIMULATE ; Scenario : & age=25(2)65 ;plot(ci) $
PARTIALS ; Effects : age & age=25(2)65 ;plot(ci) $
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Binary Logit Model for Binary Choice

Dependent variable DOCTOR
Log likelihood function -1297.889581
Restricted log likelihood -1346.02091
Chi sguared [ Sd.f.] 96.26220
Significance level .ooooo
MeFadden Pseudo R-squared .03537581
Estimation based on N = 2039, K = &
an.Cr.AIC = 2607.8 AIC/H = 1.279
________ o
| Standard Prob. 95% Confidence
DOCTOR| Coefficient Error z |z|>Z= Interval
,,,,,,,, o
Constant| -. 29872 . 36477 -.82 .4128 -1.01367 L41622
ABE| .03120%== .00605 5.15 .0000 .01933 .04307
EDUC| —-.06590%x= .02055 -3.21 .0013 -.10618 -.02561
IHCOME | -.07425 . 28968 -.26 7977 -.64200 .49351
FEMALE | L9ET12%= .40428 2.44 .0146 . 15473 1.77950

| Interaction AGE=FEMALE

IntrctOl] -.02761 .oogzo

Model Simulation Analysis for Logit Probability Function

Simulations are computed by average over sample chservations

User Function Function Standard

{Delta methaod) WValue Error |t] 95% Confidence Interval
Zvrg. Function 62776 01045 60.07 .BD728 64824
AGE = 25.00 .51082 02273 22.48 L4B628 55537
AGQE = 27.00 .52361 0z08s 25.11 L4B8274 56448
AGE = 29.00 L536R41 01903 28.19 .49912 57370
AGE = 31.00 .54820 01727 31.80 .51536 58305
ABE = 33.00 .56198 01562 35.99 .53137 59258
AGE = 35.00 L57471 01411 40.73 .54705 60236
AGE = 37.00 .58738 01zs0 45.87 .56229 61248
ACQE = 39.00 .59998 01176 51.02 L57693 62303
AGE = 41.00 LB1248 01104 EE5.46 .59084 63413
ABE = 43.00 .B2487 01070 58.40 .60390 64584
AGE = 45.00 63713 01074 59.30 L6107 65618
AGE = 47.00 64924 01114 58.27 LB2740 67107
ACQE 49.00 BE119 01183 E5.90 LB3B00 68437
AGE 51.00 7296 01273 52.88 LR4B02 69790
AGE = 53.00 EE454 01376 4074 .BE7EGER 71151
AGE = 55.00 69591 01488 46.77 LBBR7S 72508
AGE = 57.00 70707 01603 44.10 LB7565 73850
AGQE 59.00 71800 01719 41.78 .bB432 751649
AGE = A1.00 72870 01832 39.78 LB9280 76460
AGE = £3.00 73915 01941 38.09 70111 77718
LBE = £5.00 74934 02044 36.66 .70927 78941
AGE = 67.00 75928 02141 35.46 L71730 g0125

— 8250

7500

6750

5000

5250

Average Simulated Function Yalue

4500

— 3750l

25

Average Simulated Function

Confidence Interval

Figure 45. Estimated Binary Logit Model and Simulation
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Partial Effects Analvsis for Logit Probability Function

Effects on function with respect to AGE
Results are computed by average over sample ohservations

Partial effects for continuous AGE computed by differentiation
Effect is computed as derivative = df (.)-dx

df - dAGE Partial Standard

(Delta method) Effect Error |t] 95% Confidence Interval
APE. Function L0001 .0oo09s 6.15 oo410 00793
BGE = 25.00 .00639 .0o1o09 5.84 00424 0oss3
BGE = 27.00 .00640 .oo11o 5.81 00424 oosse
BGE = 29.00 .00640 .0o111 5.78 00423 ooss7?
BGE = 31.00 .00639 .0o111 5.76 oo4zz ooss7?
BGE = 33.00 .00638 .0o111 5.75 o421 008ss
BGE = 35.00 .00635 .oo11o 5.76 00419 ooss2
BGE = 37.00 .03z .0o1o09 5.78 oo41a oos4e
BGE = 39.00 .00628 .0o1o8 5.81 00416 oos3g
BGE = 41.00 L0022 .0o0106 5.85 00414 oos3l
BGE = 43.00 .00616 .0o0104 5.92 oo41z ooszo
BGE = 45.00 L0009 .oo1oz 5.99 .0o0410 .0o0g09
BGE = 47.00 .0oeoz .0oo099 6.09 oo40a 00795
BGE = 49.00 .0o0593 .0o096 6.20 00406 oo7al
BGE = 51.00 .00584 .goosz 6.34 00403 00764
BGE = 53.00 .00574 .0ooss 6.50 oo401 00747
BGE = 55.00 .00563 .0o0s4 6.68 0039g 00729
BGE = 57.00 .0oss52 .oooso 6.90 00395 00709
BGE = 59.00 .00541 .0o07e 7.14 o039z 00689
BGE = 61.00 .00529 .0o071 7.43 003a9 00668
BGE = 63.00 .00516 .00067 7.76 00386 00647
BGE = 65.00 .0o0s03 .0o0R2 g.14 n0o3az 00624
BGE = 67.00 .00450 . 00057 §.58 00378 00602

Partial Effects With Respect To AGE

S S e

030

1
33 40

[ I

Average Partial Effect Confidence Interval

Figure 46. Average Partial Effects over Scenario for Logit Model
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4. Retained Results

The SIMULATE and PARTIALS instructions use the model estimates that are stored by the estimator.

Several

other results are stored for later use. Matrices B and VARB (the variance of the estimator) are stored as accessible
matrices. The updated project window after the probit model in Figure 48 is estimated is shown in Figure 47. Note
the appearance of the coefficient vector, the covariance matrix and the scalar log likelihood.in Figre 30. The
commands in Figure 31 test the hypothesis that the coefficients in the probit model are all zero using a Wald

statistic. The statistic and the critical value from the chi squared table are shown in Figure 32.

@ Matrx. [ | @1 ][]

Data: L 22222 Raows: 2039 [6.1] ‘ Cell: I
B~ Matrices o 1 -
B 1 00811077
? 0.0E0313
B VARB 3 00455562
-8 SIGMA 4 0.0883023
=3 Scalars 5 U”ﬂ;;;?gg
-~ SSQRD 8 -
# RSQRD
B S [ Matrix - VARE =0 =l
--%» SUMSQDE|_| | [6.6] |cm\|
» RHO I m
~-¥» DEGFRDM 1 00541534 | 000033972 -0.00I00F7 | DO0IEFER | 00032734 000259378
B SY ? | DOMNIEERE | 7ETEeONG | 88R3N3NT | - R29RSeNS | -2 40507005 2ER2Ge-NG
2 VBAR 3 00030037 | 588303007 | 0000242174 000282341 O.00D117866  -0.000237345
4 ANETEY | GE29EAe-006 | DO0ZR2%4 | OORTAT4E | OODDIO0Z3E 00073327
® KREG 5 00032734 | 2406072005 0000117886 0000100236 D.OD412E18 230547006
--8» NREG - A 000259378 | 5.26520e005  D.OO02375 | DOO73E027 | 230547006 (.000G4E282
0
-2 [Tl
#r LMDA
- THETA
-3 EXITCODE
®r F_STAT =
4 [ 3
Scalar: LOGL = -1296.58 2

Figure 47. Stored Matrix and Scalar Results

EI Ingert MName: LI

NAMELIZET ; = = one,age,educ,female, married,female*educ 3 -
PROBIT ; Lhs = doctor ; Rhs = x ; partials $
PARTIALS ; Effects : age ~ educ ~ female ~ married ; Summary 5

MATRIX : bp=h(2:8)

; wpsvarb(Z2:6,2:8)

; list ; waldstats=hp'<vprhp S
CALC > list : cth(.95.5) 3

Figure 48. Matrix Manipulation

| -> MATRIX : hp=h{Z:8)
»owp=varb(Z2:6,2:4)
; list ; waldstat=bp'<vprbp §

WALDITAT | 1
________ o
1] 96.2517

[-» CBLC  ; list ; cth(.95,5) &
[CALC] - 11.0704978

e
Figure 49. Using MATRIX and CALC to Carry Out a Test
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C. Panel Data Forms

Nearly all of the models, such as REGRESS, PROBIT, LOGIT, POISSON, ORDERED, and so on. Generally, these
are fixed effects, random effects, random parameters, and latent class models. (The last two of these are also
useable with cross sections, but work well and naturally with panel data.) These have a variety of specifications and
options all described in the program documentation. We list the basic forms here.

Panel data analysis begins with the SETPANEL instruction described in Section VI.E. The data must be arranged
in contiguous blocks, by group. If your panel has 5,000 groups and 5 years of data on each group, the first 5 of the

25,000 rows of data are group 1, and so on. For the fixed and random effects models, the linear regression
specification is different from all the other nonlinear specifications.

1. Fixed Effects Models

NOGIT’s fixed effects estimators are, with the exception of the binary logit model, unconditional estimators. The
dummy variable coefficients are all computed. The limit on numbers of groups is hundreds of thousands. The
binary logit model may be fit by the conditional (Chamberlain) estimator or the unconditional (Greene) estimator.
The linear fixed effects regression is requested with

REGRESS ;s Lhs =... ; Rhs = ... ; Panel ; FixedEffects $
The general form for nonlinear models is

Model ;Lhs=...; Rhs=...; Panel ; FEM $

Two models must be estimated immediately prior in cross section form, FRONTIER and NEGBIN. E.g.,

FRONTIER sLhs=...;Rhs=...$
FRONTIER sLhs=...; Rhs=... ; Panel ; FEM $§

The negative binomial looks the same. The other three panel data forms, random effects, random parameters and
latent class models for the stochastic frontier and negative binomial models are estimat3ed the same way. There are
also a large number of other panel data specification for the stochastic frontier model.

There is a distinction for the logit model.

LOGIT ; ... s Panel ; FEM $ is for the unconditional estimator
LOGIT 5 ... 3 Panel ; FIXED $ requests the conditional (Chamberlain) estimator.
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| -> REGRESS
: Bhs =

; Panel ; Fixed %
Bt Rt +
| Variable = WVariable Groups Mazx Min Everage |
| TI D 550 7 3.7
e e +
+-- +
| Fregquency count for group sizes of TI
| Group 1 Pet = 20.36% CumPect L 36%
| Group 2 Pot = 12.55% CumPct 91z
| Group 3 Pot = 12.36% CumPct 27%
| Group 4 Pet = 17.64% CumPet 91z
| Group g Pet = 14.55% CumPect 45%
| Group & Pet = 12.91% CumPct 362
| Group 7 Pot = 9.64% CumPct 0o
A +

; Lhs = income
one,age.educ married

Ordinary least sgquarss regression A
LHZ=THCOME Mean = .34350

Ztandard deviation = L1661l
ffffffffff MNa. of ohservations = 2039 DegFreedom Mean square
Regression Bum of Sguares = 7.98305 2.66102
Residual Sum of Sguares = 48.2492 2035 .02371
Total Sum of Sguares = S6.2322 2038 L0275
ffffffffff Standard error of e = .15358 PRoot M3E .15383
Fit R-squared = .14197 R-bar squared .14070
Model test F[ 3., 2035] = 112.23349 Prob F > F= .ooooo
B-FP test Chi sguared [ 1] = 1196.885%9A Prob C2 » CZ% = .000oo

[High values

af LM favor FEM/REM

Baltagi-Li form of LM Statistie = 460.09192 [= BP if balanced panel]
Moulton~Randolph form:3LM N[0,1] = 34.982683
Panel Data Analysis of INCOME [ONE way]

over hase model]

Unconditional BNOVE (Mo regressors)

Source Variation Deg. Free. Mean Sguare

Between 42.84172 549. .07822

Residual 13.29049 1489. .00883

Total 56.23221 2038, .02759

,,,,,,,, b o

| Standard Frah 99% Confidence
INCOME| Coefficient Error z |z|»Z% Interval

________ o o
BGE| -.ooo11 00033 -.35 7294 -.00076 00053
EDUC| L02055%%% 00148 13.91 oooo .01766 02345

MARRIED| L 10630%*x 00767 13.85 oooa .08126 12134

Constant| .03630 02429 1.49 1351 -.01131 08391

LEDV least sguares with fixed effects
LH3=INCOME  Mean = . 34350
Standard deviation = .1e611
7777777777 HNo. of ohservations = 2039 DegFreedom Mean sguare
Regression Sum of Squares = 46.2254 .08374
Residual Sum of Sguares = 10.0068 1486 .00673
Total Sum of Squares = S56.2322 2038 .027549
7777777777 Standard error of e = .08206 Root M3E .0700%
Fit R-sguared = .82205 R-bar sguared . 75594
Model test F[552, 14868] = 12.43561 Prob F » F= .ooooo
Estd. Autocorrelation of e{i.t) = -.1l00262
Panel :Groups Empty 0., Walid data 550
Smallest 1, Largest 7
Average group size in panel 3.71
Variances Effects aii) Residuals =(i.t)
.048355 006734
Rho squared: Residual wvariation due to ai (877760
Within groups wariation in INCOME 13.2905
R sguared based on within group variation 247073
Between group wariation in INCOME 42,9417
,,,,,,,, o
| Standard Proh. 95% Confidence
INCOME| Coefficient Error =z |z|>Z% Interval
________ b o
AGE| L01326%x= .ooa7z 18.53 oooo .01188 01467
EDUC| L02245%%= .00a72 3.34 ooos .0o0930 035985
MARRIED| L0853 7xxx .009a84 .68 oooo .06R09 10465

10% lewvel.

Significance at 1X, 5X,

Figure 50. Linear Fixed Effects Model




FIXED EFFECTS Probit Model

Dependent wvariable DOCTOR
Log likelihood function -659.830423
Estimation based on N = 2039, K = 317
Inf.Cr.AIC = 1933.7 AIC/N = .958
Unbalanced panel has 550 indiwviduals
Skipped 236 groups with inestimable ail
PROBIT (normal) probability model

| Standard Prokb. A5% Confidence
DOCTOR| Coefficient Error z |z | »Z% Interval
________ o
| Index function for probability

AGE | L0747 5x%x .01533 4.88 .0000 .04474 .10433
EDUC | -. 14432 .12618 -1.14 .2527 -.39163 .10298
MARRIED | -. 18558 .20922 -.89 .3751 -.58954/3 .22448
________ o
Hote: *=x_ =x_ * == DSignificance at 1%, 5%, 10% level.

Figure 51. Fixed Effects Probit Model

2. Random Effects Models

Several models, including REGRESS, PROBIT, LOGIT, ORDERED, POISSON and NEGBIN support familiar
random effects forms. About 50 models provide a random parameters form, so all of those allow a random effects
model in the form of a random constant term model. For the first set, the form of the command is the same for the
linear and nonlinear models,

Model ;Lhs=...;Rhs=...; Panel ; Random Effects $
3. Random Parameters Models

A random parameters model is defined by defining the model, then defining which parameters are random. The
model is estimated by maximum simulated likelihood. Some additional settings may be made to control the
simulation.

Model ; Lhs =dependent variable
; Rhs = one,varl,var2,...,varK (list of variables, usually including one)
; RPM ; Panel
; Fen = var(n), ...,var(n) $

where ‘var’ is a name of a variable that appears in the Rhs list. The simulation can be based on random draws or
preferably on Halton sequences which produce better results. An example of a model with six regressors, two
random parameters, appears in Figure 35. In the example, the command is

PROBIT ; Lhs = doctor
; Rhs = one,age,educ,married,female,hhkids
; RPM ; Panel
; Fcn = one(n),female(n)
; Halton ; Draws =50 $

To specify this as a simple random effects model, we would change the function definition to ;Fcn=one(n). In the
specifications above, the ‘(n)’ indicates a normally distributed parameter. There are 15 other distributions that can
be used. An important feature of the RP models is the conditional estimates of the random parameters, E[[;|data;].
This is requested with ;Parameters and creates a matrix named BETA_| that can be further analyzed.
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ﬂ InsenName:| ﬂ

SETPANEL ; Group = ID ; Pds = Ti 8

FPROBIT ;. Lhe = doctor
; Rhe = one,age.,educ.married, female,hhkids
. RPM . Panel
;, Fcn = one(n).femalein)

 Halton ; Draws = 50 &

Random Coefficients Probit Model

Dependent wvariable DOCTOR
Loy likelihood function -1176.65286
Restricted log likelihood -1268.31976
Chi squared [ 2 d.f.] 223.33379
Slgnificance level .ooooo
MeFadden Pseudo R-squared .0866764
Estimation hased on N = 2039, K = g
Inf.Cr.AIC = 2369.3 AIC/M = 1.162

[Inbalanced panel has 550 indiwviduals
PROBIT (normal) probability model
,,,,,,,, e
| Standard Prob. 95% Confidence
DOCTOR| Coefficient Error z |z|>Z= Interval
________ o .
|Honrandem parameters

AGE| L01955%** .00353 5.53 .0000 .01zZe2 02647
EDUC| -.04435%%= .01449 -3.06 .0022 -.07278 -.01597
MARRIED | L15720% .08107 1.94 .0525 -.00168 .316049
HHEIDS | . 2994 7exx L07728 -3.88 .0001 -.45094 -.14800
|Megans for random parameters
Constant | -.13051 .25112 -.52 .6033 -.62270 .36167
FEMALE | L5377 03%%x 06566 7.82 .0000 .40246 LB7159
|Scale parameters for dists. of random parameters
Constant| L9224 4%%x .04186 22.04 .0000 .B4039 1.00449
FEMALE | L2450 5%%* .05089 4.83 .0000 . 14614 .34563
________ o .
MNote: =%, %% % ==> DSignificance at 1%, 5%, 10% level.

Figure 52. Random Parameters Model Command and Results

4. Latent Class Models
A latent class model is specified with

Model ; Lhs = dependent variable
; Rhs = one,varl,var2,...,varK (list of variables, usually including one)
; LCM ; Panel
; Pts = number of classes $

There are a variety of forms of LC models. It is possible to impose constraints across classes to create many
different types of models.

Example: LOGIT ; Lhs = Doctor
; Rhs = one,age,educ,income,female
; Panel ; LCM ; Pts=2
; Parameters $

In the example, we fit a two class latent class binary logit model. The ;Parameters requests computation of a matrix

of conditional class probabilities.  The estimated model, updated project window and 18 of the 550 rows of the
class probabilities matrix are displayed in Figure 53.
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Latent Class ~ Panel Logit Model

Dependent variahble DOCTOR
Log likelihood function -1183.36226
Restricted log likelihood -1298.45336
Chi sguared [ 7 d.f.] 230.18221
Significance level .ooooo
MeFadden Pseudo R-squared .0886371
Estimation hased on N = 2038, K = 11
Inf.Cr.AIC = 2388.7 AIC/M = 1.172
[Inbalanced panel has 550 indiwviduals

LOGIT (Logistie) probability model
,,,,,,,, o

| Standard Prob. 95% Confidence
DOCTOR| Cosfficient Error z |z|»Z= Interval
,,,,,,,, P
|Model parameters for latent class 1
Constant | .05185 .75004 .07 .9449 -1.41820 1.52131
AGE| 04703 enx 01037 4.54 .0000 L02671 L06735
EDULC | -.04805 05075 -.085 3437 -.14752 .05142
THCOME | -. 44351 LB1979 -.72 4742 -1.65827 L77125
FEMALE | 1.0658 1= L27386 3.89 .0001 .52306 1.602568
|Model parameters for latent class 2
Constant | -1.02973 LBAT3T -1.48 .1398 -2.39660 .33703
AGE| LO2167 = 00980 2.21 .0270 .o0z46 04088
EDULC | . 1175 0%%= .04307 -2.73 .0063 -.z20202 -.03317
THCOME | .08235= .56350 1.74 .0813 -.12209 2.08678
FEMALE | LTTEddenn .19955 3.89 .0001 .38534 1.16755
|Estimated prior probabilities for class membership
Class1Pr| LGE120%%x 04441 12.64 .0000 .47416 .G4824
Class2Pr| . 43880%w= 04441 9.88 .0000 L35176 .52584

] He-. [von ][5
Data; L), 22222 Rows: 2039
- » LOGL_OBS =
T
-1 Namelists
@3 Labellists
-0 Imputation Eqg
=E="] Matrices
1Y i S
B FE Matrix - CLASSP_I o | B R
-Fr VARB
it [2034. 2] Cell: [0.501402
-B» B_CLASS | |
1 2 -
» LASTDSTA 1 0.801402 0.158538 B
» ImputEgn 2 0.605005 0.393395 =
3 0.540715 0.459241
¥ LastModl | 4 0.0408737 0.959126
P FUNCTN_|= 5 0965019 00343814
6 0954445  0.0455544
¥ PARTLS_ 7 0939575 00614253
» CLASS PR ] 00414283 0.958572
q 0.0762685 0.923732
¥ BETAI 0 0.850203 0143797
¥ CLASSPI — 1 0.539328 0160672
2 039353 000141035
-3 Scalars 3 093881 | 000118957
-3 Models 4 0998623 | 000137726
o Creioen 7 5 0.293034 0.700965
<« | m | b 6 0993855 0.00114205
17 0.997514 | 0.00248571
Matrices: 11 of 100 usec 18 028918 071082 -

Figure 53. Latent Class Binary Logit Model




VIII. Multinomial Logit and Multinomial Choice

NLOGIT contains all of LIMDEP plus an additional set of model estimators and analysis tools for multinomial
choice models such as the multinomial logit and multinomial probit specifications. The canonical form of the model
is illustrated with this example that appears in our sample data set. A model for four models of travel, mode e (Air,
Train, Bus, Car) defines the probability that an individual will choose one of the four. The underlying model is a
random utility specification for individual i and modes 1,...,J:

Uimode = Omode + PBtime N IMEimoge + Beost COSTimoge + VYmocel NCOME; + & moge
Yimode = 1[Uimode™ UjmodeV] # i] (Yimoge €quals 1 for the mode with maximum utility, O else.)
gimode ~ TYpe | extreme value, independent across i and mode.

The specification implies that

exp(amode + BtimeTI Ilei,mode + BcostCOSTi,mode + Ymode I NCOMEl)

Zmodes exp(amode + BtimeTI MEi,mode + BcostCOSTi,mode + Y mode I NCOMEl)

Prob(Y,

i,mode

=1)=

This is the basic multinomial logit model. (Notice that the specification involves variables (TIME, COST) that vary
across choices and a variable (INCOME) that does not vary across the choices. It is not necessary to distinguish.
Mathematically, it is necessary to normalize the coefficients so that one of the amege parameters and one of the ymoge
parameters equals zero.) This is the basic model for multinomial choice. NLOGIT provides this model, a large
number of extensions of the specification, such as the multinomial probit and nested logit models, and a set of
analysis tools (similar to SIMULATE and PARTIALYS).

A Tip: The CLOGIT command in LIMDEP is provided for the basic multinomial logit model. The extensions (as
well as CLOGIT) are provided by NLOGIT.

A. Data

The data for this part of the description of NLOGIT are contained in the CSV file, mnc.csv (‘mnc’ for ‘multinomial
choice’). To replicate the examples and learn how to fit the models, you should IMPORT this file. There is also a
project file provided, mnc.lpj, which you can LOAD directly. This data file contains 12,800 observations in two
data sets. The forst data set contains 12 variables (columns), the second contains 7 — they are arranged side by side
in 20 columns. The first 12 are 12,800 observations equal to 400 individuals times 8 repetitions (it is a panel) times
4 choices. The second data set contains 840 observations equal to 210 individuals times 4 choices in each
observation. The 840 observations appear in the first 840 rows of their part of the data set. The rows below them
(841-12800) contain missing values for these 8 variables. The shorter data set applies to the travel mode example
described above.

An Important Tip: When you enter the data for multinomial choice analysis, the IMPORT step does not account
for the internal structure of the data set. Our file, mnc.csv, is imported simply as 12,800 rows of data. Like a panel
data set, the internal structure of the data is accounted for when the data are used to fit a model.

Data for multinomial choice modeling resemble a panel data set. The data set is arranged in blocks of data for each
person for each choice situation. Our examples both describe choices over 4 alternatives. The data are thus
arranged with a line of data for each alternative in the choice set for the person. This is indicated in Figure 54.

A Tip: Itis possible to work with choice data arranged on a single line — what some other programs call the ‘wide
form.” This is extremely cumbersome and greatly limits the range of specifications and model sizes. NLOGIT does
provide a way to use these data, and to convert them to the more accommodating ‘long form.’

A Second Tip: NLOGIT allows the number of choices in the choice set to vary across individuals. Our first data set

is a choice experiment that has 8 choice situations for each person. NLOGIT also allows the number of choice
situations in a stated choice data set to vary across individuals.
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Smncki* [ @)= Data Editor =5 =8 ~<~|
Data: U: 12820 Rows: 12800 Obs 25/156 Vars; 12820 Rows: 128000t Celt |1 J E
» MODE - MODE | TTME | mNvc | NwT | GC | HINC | PSIZE Jg
» TTME 1» 0 69 59 100 70 kS 1
b INVC 2» 0 34 il vz ful 35 1
» INVT 3w 0 k] 5 a7 70 ] 1
v GC 4 1 0 10 180 30 » 1
» HINC 5» 0 64 56 58 G L F,
6 » 0 44 7 354 84 £l 2
: E:‘:E 7 0 53 5 339 5 0 2
| B 1 0 1 5 50 0 2
: ;izg 1 9 0 ] 5 125 129 [ 1
10» 0 34 g8 832 195 40 1
» CASC 1 » 0 35 53 8g2 149 a0 1
+ HINCA 12 » 1 0 23 720 101 a0 1
b PSIZEA 13= 0 3 ] 53 53 70 3
3 Namelists 14 » 0 44 % 354 73 70 3
(2 Labellists il 15 » 0 53 21 399 il 70 3
P | P 16 » 1 0 5 180 2 70 q .
Variable: HINC JLI | _’I—‘

Figure 54. Multinomial Choice Data

The data in Figure 54 are 210 observations on four travel modes, AIR, TRAIN, BUS, CAR in the respective 4 rows.
Notice that the first variable, MODE, iS Y;moe iN our mathematical example. The first four individuals in the
sample all chose AIR, as the 4" row equals one in each case. There are several variables that vary across the choices
— they are the attributes: TTME = terminal time (waiting time to begin the journey), INVC = in-vehicle cost, INVT
= in vehicle time, GC = a generalized cost measure. There are also two variables that do not vary across choices,
HINC = household income and PSIZE = party size These are characteristics of the person (traveler). It is not
necessary to expand choice invariant variables. This is done internally as part of the model specification.

B. Basic Multinomial Choice Model and Choice Substitution Elasticities
The essential command for a multinomial logit model is

CLOGIT ; Choices = list of names for the choices
; Lhs = the choice variable
; Rhs = attributes that vary across the choices
; Rh2 = characteristics that do not vary across choices $

Figure 55 illustrates. Note, if you include ONE in your Rhs list, it is automatically moved to the Rh2 list. Models
can be specified with either or both Rhs or Rh2 variables. Neither is required. If you do not have an Rh2 list, but
you include ONE on your Rhs, the program creates an Rh2 list for you and puts ONE in it. This is not done for any
other variables.

& Untitled 1 * (= =] =]
ﬁ InsertName:l ﬂ
SAMPLE  ; 1-840 %
CLOGIT : Choices = air,.train, bus.car
; Lhs = mode
; Bhs = invt, inve
; BhZ = one, hinc S

Figure 55. Command for Basic Multinomial Logit Model
Figure 56 shows the estimation results for the commands in Figure 55. This is the standard form of the display for

the multinomial logit model. The next section lists some of the different choice models that can be specified.
Estimation of every choice model begins with a starting values step at which the basic multinomial logit model is fit.
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Dizcrete choice (nultinomial logit) model
Dependent wariable Choice
Log likelihood function —249 25650
Estimation based on N = 210, K = a
Inf Cr. AIC = 514 .5 AIC-H = 2.450
REi=1-LoglL-Logl#*® Log-L fncn E-=grd RZ2Adj
Constant=s only —283. 7688 .121s .1103
Chi-=quared[ 5] = 69. 00454
Frob [ chi sguared : walue ] = .aooon
FEesponse data are given as ind. choices
Humber of ob=.= 210, skipped 0 obh=
| Standard Prohb. 95% Confidence
MODE| Coefficient Error z |z | >Z%* Interval
IHVT| — . 00350%%x .0o07s -4 .69 0000 —. 00496 —.00z204
IHVC| —. 00858 LO0EZ26 -1.37 1707 —. 02084 .0n369
4 ATR| —-1.15318 .70809 -1.63 1034 —-2.54101 . 23465
ATR_HIH1| 00243 .01045 .23 .8le2 —.01806 .o2z9z2
A TRAIN| 2. 07165%%* .43004 4.82 0000 1.22879 2.91451
TRA_HINZ| —. 05090%%x .n1z07 —4.22 0000 —. 07456 —. 02723
&_BUS| .B1928 50127 1.63 1022 —. 16319 1.80176
EUS _HINZ| — . 03268%% .01297 -2.52 0117 —.05810 —.an727
Hote: =%x, %, % ==: Significance at 13, G5¥. 10¥ lewel.

Figure 56. Estimated Multinomial Logit Model

One of the major functions of the estimated choice model is to provide estimates of the impact of changes in
relevant variables on the substitution patterns among the alternatives. Choice elasticities are the common device for
this computation. The elasticity is defined as

E:Attribute(choice) = The effect on the probabilities of the choices when attribute in a particular choice
Changes.

For example, E:cost(air) is the effect of changes in the cost of air on the probabilities of choosing the alternatives.
Each attribute in the model produces a full matrix of elasticities. Elasticities are requested with the specification:

; Effects: attribute (alternatives desired)

It is common to request the effect of a change in an attribute in all choices. The following example shows how to do
this. The ‘*’ means ‘all alternatives.’

NLOGIT ; Choices = air,train,bus,car
; Lhs = mode
; Rhs = invt, invc
; Rh2 = one, hinc
; Effects: inve(*) $

This produces the table shown in Figure 57. This is the effect of changes in INVC on the probabilities of all all
alternatives. If the specification had been invc(air,train), then only the first two rows of the table would be shown.

Ela=sticity wrt change of ¥ in row choice on Prob[column choice]

INVC i ATR TEATH BUS CAR
AIRi —.511% .2196 .2196 .2196
TRAIH | .1040 —. 3363 .1040 .1040
BUS | .0392 .0392 —. 2477 .0392

CAR | .0437 .0437 .0437 —. 1383

Figure 57. Estimated Choice Elasticities
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The table of elasticities can be expanded to include much more information by adding

; Full

to the command. This produces the results such as shown in Figure 58.

Average elasticity of probialt) wrt IHVC in AIFR
I Standard Frob. 95% Confidence
Choice| Coefficient Error = |z | »Z= Interval
AIRi — B1150%%x 01126 —-45 45 0000 - 53354 — 48944
TRAIN| L2196 0%xx 01160 18.93 0000 S19686 24234
EUS| L2196 0%%x .01160 18 .93 .gooo 19686 24234
CAR| L2196 0%%x .01160 18 .93 .gooo 19686 24234
Average elasticity of problalt) wrt IHVC in TEAIN
I Standard Frob. 95% Confidence
Choice| Coefficient Error = |z| +Z= Interval
AIRi L 10400%e% 00440 23.63 0000 09537 J11263
TRAIN| —.33620%%% 01583 —-21.24 0000 —. 36728 —. 30524
BUS| L 10400%e% 00440 23.63 0000 09537 C11263
CAR| L 10400%e% 00440 23.63 0000 09537 C11263
Average elasticity of probialt) wrt IHVC in BUS
I Standard Frob. 95% Confidence
Choice| Coefficient Error = |z | »Z= Interval
AIRi 0391 5% 00135 29.00 o000 03653 04182
TRAIN| 0391 5% 00135 29.00 o000 03653 04182
EUS| — . 2477 %% 00681 —36 .35 .gooo —-. 26110 —. 23438
CAR| L0391 8%xx .00135 29.00 .gooo 03653 .04182
Average elasticity of problalt) wrt IHVC in CAR
I Standard Frob. 95% Confidence
Choice| Coefficient Error = |z| +Z= Interval
AIRi L0437 1w .ooznz 21.63 0000 03975 04767
TRAIN| L0437 1w .ooznz 21.63 0000 .03975 04767
BUS| L0437 1w .ooznz 21.63 0000 .03975 04767
CAR| —. 1363 d%ex .0075s2 —-18.12 0000 —.15109 —. 12159

Figure 58. Full Display of Results for Elasticities
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C. Multinomial Choice Models

Most of the extensions of the multinomial logit model are requested by modifying the basic command. The

following will list a few of these by way of extending the example in Figures 55 and 56.

1. Multinomial Probit Model

The multinomial probit (MNP) model is an extension of the logit model.

The MNP model allows some

heteroscedasticity across choices as well as correlation of the utility functions. This is the usual first extension of
the MNL model to relax the independence from irrelevant alternatives (I1A) assumptions. The model is requested
simply by adding ;MNP to the basic specification. Since it is a simulation based estimator, sometimes it is a good

idea to control the number of draws, as shown here.

NLOGIT ; Choices = air,train,bus,car
; Lhs = mode
; Rhs =invt, invc
; Rh2 = one, hinc
: MNP ; Draws =5 ; Maxit=5$

(The command has used a very small number of draws and only 5 iterations. This estimator takes a very large
amount of time. The results below show the results with 10 draws and allowing it to reach convergence.)

Multinomial Probit Hodel

Dependent wvariable HODE
Log likelihood function —222.31250
Restricted log likelihood —-291.12182
Chi squared [ 13 d.f.] 137 .61863
Significance level Laoono
HcFadden Pseudo R—squarsd L2363592
Eztimation based on N = 210, K = 13
Inf Cr AIC = 470.6 AIC/N = 2,241

Model estimated: Apr 21, 2013, 18:42:02
RE2=1-LogL-Logl* Log-L fncn R—sgrd R2Adj
Ho cosfficients —-291.1218 2364 2202
Constant=s only —283.7588 2165 2000
At =ztart walues -254. 4449 1263 1079
Respon=e data are given a= ind. cholces

Feplications for simulated probs. = 100
Tzed pzeudo random draws {(Hersenne twister)
Humber of obs. = 210, =skipped 0 ob=
| Standard Prcb. A5 Confidence
MODE| Coefficient Error z |z | >Z% Interwval
Attributes in the Utility Functions (beta)
IHVT — . 0086 L .naoiog -7.94 0000 —.01074 —. 00649
INVC —. 0397 0xxx L0098l —-4.05 0001 —. 05893 —. 02047
A ATR —3.27540% 1.32335 —-2.48 0132 -5.87212 — . GB4E8
ATE_HIN1 o272z 02175 1.25 2108 —. 01541 .0698E
A _TRATIN 2. 3242 0%%x 44153 5.26 0000 1.45890 3.18967
TRA_HINZ —. 02293= .01z01 -1.91 0562 —. 04647 .onoen
A_BUS 1 55807 %xx .48400 3.22 0013 L B0945 2. 50668
EUS_HIN2 —. 02510 01627 -1.54 1230 —. 05700 Lo0eg0
Std. Devs. of the Normal Distribution.
=[AIR] 3. 80349%xx 1.00600 3.78 0002 1.83177 577521
=[TRAIN] LB4104% 45467 1.85 . 0e43 —. 05010 1.7321%
=[BUS] i0 . (Fized Parameter).....
=[CAR] 1.0 . (Fized Paramster).....
Correlations in the Normal Distribution
rAIR, TRA .33506 .73301 A6 B4T76 -1.10161 1.77173
rAlR, EUS LBR137 JBE1104 1.08 2806 —. 45025 1.552918
rTRA, BUS L 7BT7E e .19899 3.9¢ 0001 .39751 1.17752
rAIR, CAR oo (Fized Paramster).....
rTRA, CAR oo . (Fizeld Paramester).....
rBUIS, CAR oo (Fized Paramster).....

Hote: *%x, %%, % ==: Significance at 1¥, 5¥, 10% lewvel.
Fixed parameter ... iz constrained to equal the valus or
had a nonpo=itive =t . error because of an sarlier problem.

Figure 59. Estimated Multinomial Probit Model
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2. Nested Logit Model

NLOGIT allows up to 4 levels in a nested logit model. A nested logit model is specified simply by providing the

tree structure in the NLOGIT command.

NLOGIT ; Choices = air,train,bus,car
; Lhs = mode
; Rhs =invt, invc
; Rh2 =one, hinc

; Tree= Private(air,car), public(train,bus)$

Tables of elasticities for a nested logit model include a decomposition of the total effect of switching between

branches and substitution within a branch.

FIML He=ted Multinomial Logit Hodel

Dependent wariable HODE
Log likelihood function —223.84995
Festricted log likelihood —291.12182
Chi squared [ 10 d.f.] 134 .54373
Significance level .oooon
McFadden Pseudo R—=guared .2310781
Estimation based on N = 210, K = 10
Inf . Cr.AIC = 467 .7 AICAH = 2.227

R2=1-LogL-Logl#*® Log-L fncn

R—=grd R2idj

Ho coefficient= -291.1218% 2311 2187
Constants only —283.7588 2111 .19a84
At start valuss -249. 2565 1019 .0874

Fespon=ze data are given as

ind. choices

The model has 2 levels.
Hested Logit form: IVparms=Taub|l.r.Sl|r
& Fr Ho normalization=s imposed a priori

Humber of cbs. = 210, =skipped 0 cobs
| Standard Proh 95 Confidence
MODE| Coefficient Error -1 |z | 2= Interval
Attributes in the Utility Functions (beta)
IHVT —. 00297 %% .00oss -5.39 0000 —. 00404 —.00189
INVC —. 00061 00135 —. 45 6503 —. 00326 00203
A _ATR —1. 39463 %% .35120 —-3.97 0001 —2.08297 —. 70629
ATR_HIN1 00172 00452 38,7038 —. 00714 01058
A& _TRAIN L02367 .21548 .11 9128 —. 39865 L44600
TRE_HIN3 —.00800 00571 -1.40 1607 —.01919 00318
& _EBUS —. 96295 %% .31930 —-3.02 0026 —-1.58877 —. 33712
BUS_HIN4 00161 00845 19 8486 —. 01494 01817
IV paramneters. taul(b|l.r).=igmai{l|r).phiir)
FRIVATE 12 Bhd7xxx 3.27076 3.84 0001 6.1542 18,9753
FUELIC 773302 1.96806 3.9%3 0001 3.87650 11.59114
Figure 58. Estimated Nested Logit Model
Attribute i= INVC in choice AIR
Decomposition of Effect if Hest Total Effect
Trunk Limhb Branch Choice Hean 5St.Dew
Trunk=Trunk{l}
Limb=Lmb[1]1]
Branch=PRIVATE
* Choice=AIR .ooo .ooo —. 157 —. 025 —.182 .011
Choice=CAR .ooo .ooo -. 157 .0z27 —-.130 .011
Branch=FPUBLIC
Choice=TEAIN .ooo .oon .184 .ooo .184 L0111
Choice=BUS .ooo .ooo .184 .goo .184 .011

Elaszticity wrt change of ¥ in row choice on Prob[column choice]

INVC i AIR CAR TRAIN BUS
AIRi —-. 13821 —-.1299 .1840 .15840

CAR| —.0267 —.03%6 .0391 .0391
TRAIN| L0648 ILT Y —.1035 -.0721
EUS | L0216 L0216 —-. 0252 —. 0457

Figure 59. Estimated Elasticities for a Nested Logit Model

51



3. Mixed (Random Parameters, RP) Logit Model and Willingness to Pay (WTP)

The mixed (random parameters) logit model is the platform for the most recent, advanced formulations of the
multinomial choice models in NLOGIT. The RP logit model is specified by providing the definition of the random
parameters and, if desired, controls for the simulations.

Willingness to pay (WTP) is often measured in a choice model. The typical calculation is based on

WTPattribute = Battribute/Bincome

Which measures the marginal utility of the attribute divided by the marginal utility of income. When income does
not appear in the model, often the negative of a cost coefficient is used as a proxy for the marginal utility of income.
When the model has fixed (nonrandom) coefficients, the WTP can be computed simply as the ratio of two
coefficients (with a calculator). When parameters are random, WTP will vary across individuals if either of the
components does. Figures 60 and 61 show estimation of a random parameters model and examination of the
estimates of WTP.

RPLOGIT ; Lhs=mode ; Choices=air,train,bus,car
; Rhs=invt,invc
; Rh2=0ne,hinc
; Pts=50 ; Halton
; Fen=invt(n) ? This specifies a single random parameter.
? This can be expanded, e.g., invt(n), invc(n).
; Wtp=invt/invc ; Parameters $
KERNEL ; Rhs=wtp_i
; Title=Estimated Distribution of WTP Across Sample $

Random Parameters Logit Hodel

Dependent wariable MODE
Log likelihood function —196 . A98AR9
Restricted log likelihood —291.12182
Chi sguared [ 9d.f.] 188 . 84624
Significance lewel .goooo
McFadden Pseudo RE-sguared L3243423
Estination based on N = 210, K = 9
Inf . Cr AIC = 411 .4 ATIC/H = 1.959

Hodel estimated: Apr 21, 2013, 22:05:33
RE2=1-LogLsLogl#*® Log-L fncn R-s=grd R2idj
Ho coefficients -291.121% 3243 3146
Conztants only —-283.7588 3068 2968
At start wvalues -249 2565 2109 1994
FEesponsze data are given as ind. choices
Feplications for simulated probs. = 1]
Uzed Halton sequences in simulations

BHHH estimator used for asymp. variance

Humber of oh= = 210, =kipped 0 obs=
Standard Frob 95% Confidence

HODE| Coefficient Error z |z|>Z= Interval

|Random paraneters in utility functions

IHVT| —.10580%%x .00854 -12.39 0000 —.12253 —.08907
|Honrandon parameters in utility functions
INVC| —. 11409 .0z2803 —-4.07 .0000 —.16903 —.05916
A _AIR| —E1.8120%%= 4.62159 —-11.21 .0000 —60.8702 —42.7539
AIR_HIN1| L2325 4%xx .08504 2.73 0082 .0B587 .39922
4 _TRAIN| 9. 2153 0% 1.96569 4.69 0000 5.36262 13.06798
TRA_HINZ| —. 08571 .05884 -1.46 1452 —. 20104 .02961
A4 _BUS| 5. 49669 %%x 1.91604 2.87 0041 1.74132 9.25206
BUS_HINZ| —. 04898 .05110 —. 96 .3378 —.14914 .05118
|Distns. of RPs. Std. Devs or limits of triangular
H=IHVT| .10045 %% .00879 11.44 0000 .083ze .11770
Hote: #%x, =% = ==: Significance at 1¥. 5%, 10% level

Figure 60 Estimated Random Parameters Model
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Estimated Distribution of WTP Across Sample

Dersity

‘ Kermel density sstimats for  WTP_|

Figure 61 Sample Distribution of Expected Willingness to Pay

D. Stated Choice (Panel) Data

Stated choice experiments are analogous to panel data. The individuals in the sample are observed several times.
Our experimental data in mnc.csv consist of 400 individuals each observed making one of four choices, eight times.
There are 32 rows of data for each individual. The first individual is shown in Figure 62. For purposes of specifying
multinomial choice models that use this structure of the data, this panel has Pds = 8, not 32.

A Tip: Do not use SETPANEL to set up stated choice data. The count variable must be constructed appropriately
by you. If the number of repetitions is fixed, you will be able to use ;Pds=Nrep in your command. You will not
use ;Panel. In our models using these data, we will use ;Pds=8.

A Second Tip: These data are an ‘unlabeled’ choice set. The brands are distinguished only by their position in a list
of brands. It is diffucult to interpret substitution patterns in a model for choice with unlabeled alternatives.

Blmnctpi* [=|[E][5 ] | EJ Duta Eclitor [E=R|ESE ==
Duana: Ui; 6535 Frowes: 12000 0bs 227900 Vws: 30556 Flowes: 1220001 Cot 1 J] |
=3 Data D BRAND | CHOICE | FASH QUAL PRICE | PRICESO | ASCA MALE AGEZ5 | AGE3S | AGE4D ;l
-3 Variables 1= Fi 1
P 2n 1 F] 1 1 [ iz nmad [ [ [ 1 0
¥ BRAND 3= 1 3 0 ] 1 ace 1l e 2 ] 1] '] 1 0
» CHAOICE A= i 4 0 ] L] 1] ] 1 [1] 1] 1 ]
» FASH [ 1 1 1 T 1 iz amas ] 0 [ 7 1]
» QUAL [ 1 z 0 ] 1 0z nomad ] 0 [] 1 0
» PRICE T» 1 3 0 1 0 (1F] o.mad ] 0 [] 1 0
» PRCESO M 1 4 0 ] 0 [ [ 1 0 [ 1 0
b ASCA . T 7 ] [] ] (1] (7] [] ] 0 7 ]
» WAL 0= 1 2z 0 1 1 0z (1] ] [ ] 1 0
v A 11 » 1 3 1 1 [ (1] 00064 [] [ [ 1 [}
» norm 12w 1 [l 0 [} [ [] [ 1 [ [] 1 []
N 13 T T ] ] ] 13 Toed ] ] ] T T
» AGED 14 1 2 1 ] 1 0ie 0ess 0 0 ] 1 0
+ MODE 15= 1 3 0 i 1 02 (1] 0 0 (] 1 0
» TTME 16» 1 4 0 ] [ [] 0 1 [ [ 1 0
L 17 = 1 1 1 U ] [ oG U ] [] 1 0
B INNT 18 = 1 F3 o 1 1] [RF Onad (1] (1] 1] 1 0
b GE 19 1 3 0 1 [ [17] 00084 ] [ [] 1 0
» CHAR Z0 s 1 [ 0 ] 0 ] ] 1 0 [ 1 0
» HING 21 1 1 0 ] 0 1] 0064 ] 0 ] T ]
» PSIZE 22w 1 2 0 (1] 1 w2 nmas (1] 0 o 1 0
» HINCA 23 » 1 3 1 1 0 ] 0.0084 ] 0 [ 1 0
» PSITEA 4= 1 4 0 ] 0 ] 0 1 0 0 1 0
0 Mamelists 25 = 1 1 0 1 1 oz 0.04 [] [1] [i] 1 [1]
2 Labelists 26 » 1 F] 1 ] [ (1] (7] ] [ [ 1 [}
Sl | S S e (s (R (/Y [ (NS
- Matrices =
79 1 1 0 [ 1 (1] (] [] 0 [ 7 [
o L Sealars 30 = 1 F] 1 1 0 [1F] nomad 0 0 i 1 0
£ Models 3w 1 3 o 0 0 004 0006 [] 0 [} 1 0
2 Skrings Z» 1 4 0 [] [} o [ 1 [} [ 1 []
S Procedures 3 H [ [ ] 0 aiz omad ] 1 1 [ 0
EHG Output 4= H 2z 0 1 1] 0z 04 ] 1 1 [ ]
= Tables 358 2 3 1 0 1 00 0.0064 ] 1 1 0 0
B Output Windew 36 » 2 [l 0 0 0 [ 0 1 1 1 0 0
3T = 2 1 1 1 1 iz ooias (] 1 1 0 0
38 = H z 0 ] 1 012 04 0 1 1 [ |
Vasisble: HINCA l4] | il

Figure 62. Stated Choice Experiment Data

53



Stated choice data allow the specification of essentially panel data models. The random utility models are variations
on the general form

U(ChOice)i,t,mode = Birxi,t,mode + €j t,mode + Wi,mode

Bi=P + Ui

The definition of B; implies that the parameters are random across individuals, but constant across choice situations.
The random terms w; moqe are likewise constant across choice situations, and can be viewed as random effects. The
constancy of the random terms in the model allows observations to be correlated within the group, which is the

essential feature of panel data. (There are many variations on this model described in the manual.)

The stated choice data consist for each person of 8 repetitions on the choice of one of 3 brands or none of the above.
The attributes are ‘fashion,” ‘quality,” ‘price’ and ‘price?”. There are also two characteristics, gender coded as

male=1 and female=0 and age, coded as a category for three brackets, under 25, 25-39, 40+.

1. Random Parameters Model

Figures 63 — 65 show estimation of a random parameters model with one random coefficient.

£ Untitled1 *

ﬂ Ingert Mame: hd

(o=@ =]

SAMPLE : A11 %

RPFLOGIT ; LHS = Choice ; Choices = Brandl,BrandZ2,Brand3,None
: Rhs = ascd,fash.gual,price
: RhZ = male
: Draws = 50 ; Halton ; Pds = 8
: Focn = price(n) $
Figure 63 Command for a Mixed Logit Model

Start values obtained using MHL model
Dependent wariable Choice

Log likelihood function —4145 28394

Estimation
Inf Cr. AIC

based on N = 200, K = 7
= 8304.6 AIC/N = 2,595

Hodel estimated: Apr 21, 2013, 18:53:22
RZ=1-LogL-Logl* Log-L fncn RE-=grd RZAd;
Constant= only -4391.1804 . 05g60 .0G52
FEesponse data are given as ind. choices

Humber of cb=s.= 3200, skipped 0 obs

| Standard Prob . 95% Confidence

CHOICE| Coefficient Error z |z | »Z% Interval
PRICE| —12 9259%xx L91678 —14 .10 0000 —14 7228 -11.1291
ASCA| —. 09580 .08950 -1.07 2844 —. 27122 .07362
FASH| 1. 52509%%% L07338 20.79 0000 1.38131 1.665888
QUAL| 1.1039 0= L06967 15.85 .o0000 L96742 1.24054
BRA_MATI | —. 3506 2%xx L09727 —-3.60 0003 —. 54127 —. 15997
BRA_MALZ | .04184 .09455 .44 BEE1 —.1434%8 L22716
—. 12863 .0g901 —-1.45 1484 —. 30308 .04582

BRA_MALZ|

Hote: ==,

*#%, % ==3 Significance at 1¥, 5%, 10X lewel.

Figure 64.

Multinomial Logit Starting Values
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Random Parameters Logit HModel

Dependent wariable CHOICE
Log likelihood function —4145 27934
Restricted log likelihood —4436.1419¢
Chi squared [ 8d.f.] 581.72523
Significance level .ooooo
HcFadden Pzeudo F-sguared .0BE5B6E
Estimation based on N = 3200, K = g
Inf Cr AIC = 8306.6 AIC-NH = 2.596

RE2=1-LogLl-Logl#* Log-L fncn RE—sgrd EZ2Adj
Ho cosfficients —4436.1420 0656 0648
Constants only -4391.1804 0560 .0&52
At start walues —4145 2839 _0000-.0008
Fesponse data are given as ind. choices
REeplications for simulated probs. = 50
T=zed Halton sequences in =imulations.

FPFL model with panel has 400 groups
Fized number of obsrvs. - group= a
Humber of ob=s.= 3200, =skipped 0 obs

| Standard Frob. 95% Confidence
CHOICE| Coefficient Error z |z | »Z= Interval
Random parameters in utility functions
PRICE —12 9268k .91e86 -14.10 0000 -14.7238 -11.1298
Honrandom parameters in utility functions
ASC4 —. 095883 LoE9El -1. L2843 —.2712¢6 L079e0
FASH 1. 52509%%x .07336 20.79 0000 1.38131 1. 66888
QUAL 1. 10399 %% L0E967 15.85 0000 L96743 1.24054
ERA_MAL1L — . 3E0ED*xx .09728 —-3.60 0003 —. 54126 —.15994
BRA_MALZ .04186 09456 .44 BEBO —.14347 L22719
ERA_MALZ —. 12861 .08s01 -1.44 . 148% —.30307 L04584
Distn=. of FP=. Std.Devs or limits of triangular
H=FPRICE 08072 84115 .10 9236 -1.56792 1.7293%

Figure 65. Estimated Mixed Logit Model
2. Error Components (Random Effects) Logit Model

NLOGIT’s Error Components Logit (ECLOGIT) model is equivalent to a random effects model. It is also possible
to specify the logical equivalent of a nested logit model. The example below specifies a nested effects model in
which one branch contains the three brands and a second contains the outside alternative, none. Figure 66 shows
estimates of an error components model. Note how the error components are specified.  The
(brandl,brand2,brand3) specifies that the same effect appears in all three utility functions.

ECLOGIT ; LHS = Choice ; Choices = Brand1,Brand2,Brand3,None
; Rhs = asc4,fash,qual,price
; Rh2 = male
; Draws =50 ; Halton ; Pds=8
; Ecm=(brand1,brand2,brand3),(none)$

| Standard Prob. 95 Confidence

CHOICE| Coefficient Error -1 |z | »Z= Interwval
|Honrandom parameters in utility functions
ASC4 | —.09712 .09035 -1.07 2824 —. 27420 .07996
FASH| 1. 52529%x= .07375 20.68 .0000 1.38074 1.66984
QUAL | 1.10409%%= .06996 15.78 .0000 L96697 1.24120
FRICE| —12 . 9286%=x .92705 -13.95 .0000 -14. 7456 -11.111%
BRA_MALL| — . 35020%%x 09775 —-3.58 .0003 —.54187 —.15870
BRA_MALZ | .04221 .09493 .44 BEER —.14384 .22826
BRA_MALZ| —.12838 08960 -1.43 1519 —.30399 04724
|Standard deviations of latent random effects
SigmaE0L | .05936%= .02384 2.49 0128 L01265 .10608
SigmaE0Z | .05095%= .02373 2.15  .031s8 .00444 .09746
Hote: =*xx, *x, * == Significance at 11X, 5%, 10% level.

Random Effects Logit Model
Appearance of Latent Random Effects in Utilities
Alternative E01 E02

| BRANDL [ =1 |
| BRANDZ [ =1 |
| BRAND3 P> |

| NONWE R

Figure 66. Estimated Error Components Logit Model
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3. Latent Class Multinomial Logit Model

The data used in this set of examples are experimental, and are carefully generated by an underlying latent class

model in which the class probabilities depend on age and sex, and the choices depend on fashion, quality and price,
exactly as specified below. The results are shown in Figure 67.

LCLOGIT

; Rhs = asc4,fash,qual,price,pricesq

; Pds=8

; Lcm = male,age25,age39 ; Pts = 3$

; Lhs = Choice ; Choices = Brand1,Brand2,Brand3,None

Latent Class Logit Model

Dependent wariable CHOICE

Log likelihood function

—-3648 . 66560

Festricted log likelihood —4436.14196

Chi squared [ 23 d.f.] 1574 95271
Significance level .ooono
McFadden Pseudo R-sguared 1775138
Eztimation bazed on N = 3200, K = 23
Inf Cr AIC = 7343 .3 AIC/H = 2.295

Ri=1-Logl-Logl#* Log-L incn R-=grd RZAdj
Ho coefficient=s —-4436.1420 1775 1755
Constant=s only —-4391.1804 1691 1671
At start waluess —4145.2390 1198 1177
Res=pon=e data are given as= ind. choices

Humber of latent classes =
Average Clazs Probabilities
J505 .23 258

LCH model with panel has
Fized number of obsrvs. - group=

400 groups
g

Humber of ob=.= 3200, skipped 0 ob=
| Standard Prob. 95% Confidence
CHOICE| Cosfficient Error z |z | >Z% Interval
Ttility parameters in latent class —:» 1
ASCA|1 1.44175%%% . 3B483 3.75 .0002 .BB7E50 2.19599
FASH|1 3.01443%xx .14704 20.50 .0000 2. 72624 3.30262
QUAL|1 —. 07457 12737 —-.59 .5582 —.32421 .17507
FRICE|1 -6 . 97451 6.48123 -1.08 2819 -19 . 67748 5.72847
FRICES|1 -10.207¢6 23.79811 —.43  _BBEO —5E. 8510 36.4358
Ttility parameter= in latent class —3>» 2
ASC4|2 —.74323% 39686 -1.87 0611 -1.5210¢6 03460
FASH| 2 1.22082%%% J16381 7.45 0000 .89975 1.54188
QUAL|2 1.10766%xx .1e487 &.72 .0000 . 78452 1.43080
PRICE|2 =19 773 2%%x 6.85471 -2.88 .0039 -33.2082 -£.3382
PRICES| 2 22.4120 25.13694 LB9 3728 —26. 8555 71.6795
Ttility parameters in latent class ——>»> 3
ASC4|3 .28994 41617 .70 4860 —.52573 1.10561
FASH| 3 —. 16351 16641 —.95 3258 —. 48966 J1B2B5
QUAL| 3 2.70297%xx .18014 15.00 o000 2.34990 3.05604
FRICE|3 -k 95426 7.42439 —.94 3489 —21.50580 7.59729
PRICES|3 —7.92518 27 . 65361 —.29 7744 —£2.12525 46.27489
Thi=z iz THETA{O0l) in cla=s probability model.
Constant —. 9295 4%x .375EE —-2.48 0133 -1 66590 —.1593749
_MALE|1 LBET19% L36300 1.84 0661 —. 04429 1.37866
_AGE25(1 2.13770%xx .32185 6.64 0000 1.50697 2.76859
_AGE39|1 LB9RED .43521 1.60 .109% —. 15639 1.54960
Thi= i= THETA{02) in cla=s=s probability model.
Constant . 36443 34484 1.06 .2906 —. 31144 1.04029
_MATE|Z2 =2 . TB223%xx LB9819 -3.98 0001 -4 15065 -1.41380
_AGE25|2 —.14880 54764 —.27 7858 -1.22215 92455
_AGE39|2 1.96741%xx .71B11 2.75 .00&0 .SR385 3.37096
Thi= 1= THETA{03) in class probability model.
Constant oo (Fized Parameter).....
_HMALE|3 oo . (Fized Parameter).....
_AGEZE|3 oo (Fized Parameter).....
_AGE39 |3 oo . (Fized Parameter).....

Figure 67. Estimated Latent Class Model
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IX. Tools

NLOGIT provides a variety of tools that can be used with the model estimation commands or to create new
estimators or statistics.

A. Scientific Calculator — The CALC Command
NLOGIT’s scientific calculator is an important tool. In the following application we use it to compute the F ratio for

a Chow test, then look up the ‘p value’ for the test by computing a probability from the F distribtion. Note that the
named scalars computed with the CALC commands are added to the project, in the scalars list.

-

] HealthDa... [ = |[ = |[ 5= |
Diata; U; 39958 Rows: 2039 Obs

-3 Variables -
-3 Mamelists
-7 Labellists

----- (3 Imputation Equatiol &) Untitled 1 * (===
-3 Matrices | setMame: | +]
=123 Scalars HAMELIST: x=one.age.educ,married, hhkids hlthsat =
..... F» S5QRD REGEESE ; if[female=0] ; Quietly ; Lhs = income ; Bhs = x 5
CALC ; ssm = sumsgdev $
""" Pr RSQRD REGRESS ; if[female=1] : Quietly ; Lhs = income ; Rhs = % $
""" Tr 5 CALC ; ssf = sumsgdev S
..... Fr SUMSQDEV REGREZE ; Quietly ; Lhs = income ; Ehs = @ 3
CALC ; sst = sumsgdev S
""" » RHO CALC  ; List
----- % DEGFRDM L : F = ((sst - (ssm+ssf))- kreg) ~ ((ssmtssf)s (nreg-2=xkreg))
..... Fr SY 3 : ftable = fthi.95.krey, (nreg-2=kreg))] 3
----- Fr YBAR
..... Fr KREG (2] Output * =8[BSR =5
----- Fr MREG Status | Trace |
""" B LOGL Current Command
""" Br LMDA Cammand:
----- Fr REGRTYPE
----- By EXITCODE
----- By FSTAT
----- » 55M |-> HAMELIST. ==one,age.e=duc,married, hhkids hlthsat $ i
» SSE |- REGRESS ; if[female=0] : Quietly ; Lhs = income : Fhs = = &
""" |—» CALC ;om=n = sunsgdev §
..... b SST |-» REGRESS . if[female=1] . Quietly : Lhz = income ; Fhs = = §
|-» CALC . ==f = sumsgdev 3
""" rF |—> REEGRESS ; Duietly ; Lhs = income ; Fhs = = %
—» CALC o ==t = sunsgdev #
""" » FTABLE [-> CAIC ' List
..... Z1 Models f o= (({==t - (=snt+esf) ) kreg) o ((ssntssf )/ (nreg-2#kreg)) E
o e aiie o ftable = ftbi. 95 kreg. (nreg-2=kreg)) %
- = ST [CALC] F = 2.5583740
[CALC] FTABLE = 2.1030498
Scalar: FTABLE = 2.103050 Calculator: Computed 2 =calar results il

Figure 68. Chow Test Using Calculator

You can invoke the calculator with a CALC command that you put on your editing screen, such as CALC;1+1$,
then highlight and submit with GO, as usual.

A Tip: CALC is a programming tool. As such, you will not always want to see the results of CALC. The CALC
commands in the example above that pick up the sums of squares and the one that computes 1+1, do not display the
result. If you want to see the result of CALC, add the word ;List to the command, as in CALC;List;1+1$ and in
the commands above that compute the F statistic and the critical value.

The other way you can invoke the calculator is to use Tools—Scalar Calculator to open a calculator window. This
would appear like the one below. When you use a calculator window, the results are always listed on the screen.

57



The example in Figure 69 computes two results, the sum of one and one and the rank of the covariance matrix for
the coefficients in the most recently computed regression.

Bl Calculator* o || = ER
Expr | 141 ; Rnk(warb) ﬂ |Sealar v
[—» CALC. li=t.141 ; Enk{varb)ss
[CALC] = 2.0000000
[CATC] = 4. 0000000

Calculator: Computed 2 =calar result=

Figure 69. Calculator Window

In addition to the full range of algebra, CALC provides approximately 100 functions, such as the familiar ones, log,
exp, abs, sqr, and so on, plus functions for looking up table values from the normal, t, F, and chi-squared
distributions, functions for computing integrals (probabilities) from these distrubutions, some matrix functions such
as rank and trace, and many other functions.

Any result that you calculate with CALC can be given a name, and used later in any other context that uses
numbers. Note, for example, in the example in Figure 68, the scalars that are the sums of squares are used in the
later command that computes the F statistic. All model commands, such as REGRESS, compute named results for
the calculator. You can see the full list of these under the heading ‘Scalars’ in the project window shown in Figure
47. After you use REGRESS to compute a regression, these additional results are computed and saved for you to
use later. Note, once again, the example in Figure 68. Each of the three REGRESS commands is followed by a
CALC command that uses the quantity SUMSQDEV. In each case, this value will equal the sum of squared
residuals from the previous regression. That is how we accumulate the three values that we need for the Chow test.
Other statistics, YBAR, LOGL, and so on, are also replaced with the appropriate values when you use REGRESS
or any other model command. The other model commands, such as PROBIT, also save some results, but in many
cases, not all of them. For example, PROBIT does not save a sum of squared deviations, but it does save LOGL and
KREG, which is the number of coefficients.

B. Matrix Algebra

The other major tool you will use is the matrix algebra calculator. NLOGIT provides a feature that will allow you to
do the full range of matrix algebra computations. To see how this works, here is a fairly simple application: The LM
statistic for testing the hypothesis that o? = f(z'y) against the null hypothesis that o;* is constant in a classical
regression model is computed as LM = Y%g'Z(Z'Z)™Z'g where g is a vector of n observations on [ei’/(e’e/n) - 1] with
ei the least squares residual in the regression of y on X, and Z is the set of variables in the variance function. A
general set of instructions that could be used to compute this statistic are

NAMELIST ; X = the list of variables ; z = the list of variables $

REGRESS ; Quietly ; Lhs=y ; Rhs=x; Res=¢e $
CREATE ; g = (en2/(sumsqdev/n)-1) $
MATRIX slist; Im=5*%gz2*<2’2>*2’g §

The NAMELIST command defines the matrices used. REGRESS (quietly) computes the residuals and calls them
e. (There is a matrix command that will do this as well.) CREATE uses the regression results to compute the n
observations on g;. Finally, MATRIX does the actual calculation. The MATRIX command works the same as
CALC, either in the editor screen or in its own Tools window.

There are only a few things you need to get started using NLOGIT’s matrix algebra program. The first is how to
define a data matrix, such as X in the example above. The columns of a data matrix are variables, so, as you can see
in the example, the NAMELIST command defines the columns of a data matrix. A single variable defines a data
matrix with one column (i.e., a data vector) — note the use of the variable g in the example.
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o The rows of a data matrix are the observations in the current sample, whatever that happens to be at the
time. That means that all data matrices change when you change the sample. For example,
NAMELIST ; x=one,age,educ,income $ for our full healthcare data set defines a 2309x4 data matrix.
When it is followed by SAMPLE;1-500$ , x becomes a 500x4 matrix.

e Data matrices can share columns. For example, with the x just defined, we might also have a
NAMELIST;z= one,age,educ,income,married,hhkids $ Thus, x and z share four columns.

¢ In matrix algebra, the number 1 will represent a column of ones. Thus, if x is a variable, you could
compute its mean with MATRIX;List;Meanx=1/n*x1$. In defining a data matrix, as we did above, you
may include ‘one’ to carry a column of ones.

There are many matrix operators. The major ones you need to know are

(1) +, -, * for the usual addition, subtraction, and multiplication.
The program will always check conformability. Note, row and column vectors are different.
(2) © (apostrophe) for transposition
(3) <.>for inversion
(4) [variable] for a diagonal matrix in a quadratic form.

The last of these allows you to compute a result that involves a possibly huge diagonal matrix. For example, in a
Poisson regression context, the asymptotic covariance matrix of the MLE is

Asy.Var[b] = (X'AX)?

Where X is the nxK data matrix and A is a diagonal matrix with A; = exp(B'x;) on the diagonal. If you have, say,
1,000,000 observations (you might), then A is a 1,000,000x1,000,000 matrix that save for the tiny percentage of
values that are on the diagonal, is a matrix of zeros. Obviously, you do not want to create A in your computer’s
memory. But, the syntax above allows you to do that. The matrix result is actually

Asy.Var[b] = [Zi &% x/]"
which is never larger than KxK. NLOGIT’s matrix syntax reveals this to the program. The matrix command would
be

MATRIX ; AsyVarb =<x’ [ lambdai ] x > $
You could compute this with millions of observations.
When you compute a moment matrix, such as X'X, you need not both transpose and multiply. This would involve
having a copy of X that is the transpose of X. Again, this is a superfluous waste of space. The command X°X
means exactly what it looks like. The apostrophe is an operator that dictates how the result is to be computed.
In order to define a matrix with specific values in it, you use

MATRIX ; NAME=[row1/row2/..1$%
Within a row, values are separated by commas; rows are separated by slashes, and the whole thing is enclosed in
square brackets. An example appears below. If the matrix is symmetric, you can define the matrix by its lower
triangle — the first row has one element, the second has two elements, and so on.
In the same way that every model command creates some scalar results, every model command also creates at least
two matrices, one named B which is the coefficient vector estimated, and one called VARB which is the estimated

covariance matrix. You can use these in your matrix commands just like any other matrix. To compute the Poisson
covariance matrix in the example immediately above, you could use
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NAMELIST ; X = the list of variables $
POISSON ; Lhs =y ; Rhs = x ; Keep = lambdai $
MATRIX ; List ; AsyVarb = <x’[lambdai]x> ; varb $

The display would reveal that the matrix we computed, AsyVarb, and the internally computed matrix, varb, are
identical.

For another example, here is a way to compute the restricted least squares estimator,
b* = b - (X'X)'R[R(X'X)*RTY(Rb - ).

For a specific example, suppose we regress y on a constant, X, X,, and Xz, then compute the coefficient vector subject
to the restrictions that b, + b; = 1 and b, = 0. We will also compute the Wald statistic for testing this restriction,

W = (Rb-q)'[R s*(X'X)*RT (Rb-q).
Note that both examples use a shortcut for a quadratic form in an inverse.

NAMELIST ;X =o0ne, x1,x2,x3%$

REGRESS ;Lhs=y;Rhs=x$
MATRIX ;r=10,1,1,0/0,0,0,1] ; g=[1/0] $
MATRIX im =r*b-q;d=r*<xx>*r’

;br =b-<x’x>* r’<d>m
W =m’<d>m$

In addition to the operators and standard features of matrix algebra, there are numerous functions that you might find
useful. These include ROOT(symmetric matrix), CXRT(any matrix) for complex roots, DTRM(matrix) for
determinant, SQRT (matrix) for square root and over 100 others.

C. Procedures

A procedure is a group of commands that you can collect and give a name to. To execute the commands in the
procedure, you simply use an EXECUTE command. To define a procedure, just place the group of commands in
your editor window between PROCEDURE$ and ENDPROCEDURE$ commands, then run the whole group of
them. They will not be carried out at that point; they are just stored and left ready for you to use later. For example,
the application above that computes a restricted regression and reports the results could be made into a procedure as
follows:

PROCEDURE $

REGRESS ;Lhs=y;Rhs=X$

MATRIX ;r=[0,1,1,0/0,00,1] ; g=[1/0] $
MATRIX im =r*b-q;d=r*<xx>*r’

;br =b-<x’x>* r’<d>m
w=m’<d>m$
ENDPROCEDURE $

Now, to compute the estimator, we would define X, y, r, and q, then use the EXECUTE command;
NAMELIST ; X = the set of variables $
CREATE ; y = the dependent variable $
MATRIX ; r = the matrix of constraints
; q = the vector on the RHS of the constraints $
EXECUTE $

To use a different model, we’d just redefine X, y, R, and g, then execute again.
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Since the commands for the procedure are just sitting on the screen waiting for us to Run them with a couple of
mouse clicks, this really has not gained us very much. There are several better reasons for using procedures. The
EXECUTE command can be made to request more than one run of the procedure, procedures can be written with
‘adjustable parameter lists,” so that you can make them very general, and can change the procedure very easily.
Repetitions of procedures can be used to develop bootstrap estimators of sample statistics.

The following computes a Chow test of structural change based on an X matrix, a y variable, and a dummy variable,
d, which separates the sample into two subsets of interest. We’ll write this as a ‘subroutine’ with adjustable
parameters. Note that this routine does not actually report the results of the three least squares regressions. To add
this to the routine, the CALC commands which obtain sums of squares could be replaced with REGRESS ;Lhs =y
; Rhs = X $ then CALC ; ee = sumsqdev $ In this application, we have used a feature of PROC that allows it to
accept adjustable parameters.

I* Procedure to carry out a Chow test of structural change.
Inputs: X = namelist that contains full set of independent variables
y = dependent variable
d = dummy variable used to partition the sample
Outputs F = sample F statistic for the Chow test

*/ F95 = 95th percentile from the appropriate F table.
PROC = ChowTest(X,y,d) $

CALC ; k=Col(X) ; Nfull=N $

INCLUDE ;New;D=1%

CALC ;eel = Ess(X,y) $

INCLUDE ;New;D=0%

CALC ;ee0 = Ess(X,y) $

SAMPLE ;AILS

CALC ;ee = Ess(X)y) $

CALC ; List

; F = ((ee-(eel+ee0))/K) / (ee/(Nfull-2*K) ) ; F95 = Ftb(.95,K, (Nfull-2*K)) $
ENDPROC $

Now, suppose we wished to carry out the test of whether the labor supply behaviors of men and women are the
same. The commands might appear as follows:

NAMELIST ; HoursEgn = One,Age,Exper,Kids $
EXECUTE ; Proc = ChowTest(HoursEqn,Hours,Sex) $

A Tip: The preceding illustrates a particular calculation using a procedure. The Chow test (or its maximum
likelihood equivalent for nonlinear models) can be carried out with a single command, such as

REGRESS ; For|[(test) female =*,0,1] ; Lhs=y ; Rhs =x $
One of the main uses of procedures is to carry out repetitions of instructions. The following example illustrates.

The next section extends this idea to bootstrapping estimators. The procedure in the example is applied in Figure
70.
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/* The data set consists of G groups. We wish to estimate a logit model of y on X
for each group and arrange the coefficient vectors in the rows of a matrix named BG.
There is a variable named GROUP that indexes the groups. We do not know G.
That is to be determined.

*/

NAMELIST ; X = the group of variables $

CREATE ; y = the variable $

CALC ; g = max(group) ; k=col(x) $ Learn g and k from the model setup.
MATRIX ; bg = init(g,k,0.0) $ Matrix where where we will stack the coefficients
PROCEDURE $

LOGIT ; If[group =i] ; Quietly ; Lhs=y ; Rhs=x$

MATRIX s bg(i,*) =b’ $ Puts i’th coefficient vector in i’th row of matrix.
ENDPROC $

EXECUTE ;1=1,09% Executes fori=1,2,...,g.

In the example below, ‘group’ is a random discrete uniform(Z1,10) variable, i.e., CREATE; group = rnd(10) $

E HezithDa... [ = [ & |[ 28 | | D untitled1* o [=3] =
Data: U; 38889 Rows: 2039 0Obs #|  Insert Name: -
-3 Namelists - ~
-0 Labellists NAMELIST : x = one,age,educ incomeS
(23 Imputation Equatior CREATE -y =doctor §
-2 Matrices CREATE : group = rad(10) $
B 8 CALC : g=max(group) ; k =col(x) § Learn g and k from the model setup.
-7 VARB MATRIX : bg = init(g.k.0.0) § Matrix where where we will stack the coefficients
- BLOGIT PROCEDURE $ =
- : I“‘“f:” LOGIT - TF[group =i : Quietly : Ths =y : Rhs=x §
b atiod MATRIX  bgin)=b'S
astivio
v 8G ENDPROC §
143 Scalars EXECUTE;i=1lg3 i
..2b SSQRD
o 3 Mt - 86 (= e =)
» S
% SUMSQDEV ] [0, 41 Cell: |0.0313657 J &
¥ RHO 1 [ 2 [ 3 [ a
.2+ DEGFRDM 1 0308248 00592049 018411 -0.92671
2 5Y 2 0467177 0ME4359 0074834 0167648
P» YBAR 3 00237822 00268312 00378916 0789542
B KREG 4 0302308 00293039 -0.06273% 033797
--» NREG 5 0690921 | 00260418 0104892 0189799
. LOGL 6 145252 00110341 0101194 | 0133451
2 LMDA 7 0000343071 [ 00813857]  -0.06338E7 0.468532
[ 0118163 | 0.0379076 0.055665 | -0.476039
g: RL;?chngE 9 | 0000266767 | 00036121 000578453 1.03587
N 10 0503116 00377022 0.195662 0.995742
b F_STAT
“ i D
Matrix: BG [10, 4]

Figure 70. Repeated Execution of a Procedure

D. Bootstrapping

You can use procedures to compute bootstrap results for any scalar or vector that you compute using data. This can
be a coefficient vector, a test statistic, or any other result that is computed using a sample of data. The general form
of the procedure is as follows:

... any preliminary setup

PROCEDURE $

... compute the scalar with CALC or the vector with MATRIX.

... This part of the procedure may contain as many commands and

... calculations as needed. It needs only to produce the result to be

... examine with a name, to be used later.

ENDPROC $

EXEC ; n = number of bootstrap replications ; Bootstrap = the name $
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The procedure is actually executed n+1 times, first with the full original sample, then n times with the bootstrap
samples. In the following example, we compute the vector of partial effects in a Poisson regression and bootstrap a
covariance matrix. (Partial effects for a Poisson regression is a built in procedure in NLOGIT — we do this here just

to illustrate the method.)

NAMELIST ; X = age,educ,income,hlthsat $

PROCEDURE $
POISSON ; quietly ; Lhs = docvis ; Rhs = x,0ne ; keep = lambdai $
CALC ; apescale = xbr(lambdai) $
MATRIX ; ape = apescale * b(1:4) $
ENDPROC $
EXEC ; N =50 ; bootstrap = ape $
| = HAMETTIST ; ® = age,educ, incone, hlthsat %
| == FROCEDUREE %
| = FOISSOH ;o guietly ; Lhs = docvis ; Ehs = z.one ;| kesp = lambdai %
| =+ CALC ;. apes=cale = zbr(lambdai) %
| = HATRIX ; ape = apescale *® b(l:4) %
| == EHDFEOC %
| = EXEC ;o n = 50 ; bootstrap = ape %
Completed 50 bootstrap iterations.

Ee=zult=s of bootstrap estimation of model.
Hodel has besen reestimated B0 times.
Cosfficient= shown below are the original
nodel estimates baszed on the full sanple.
Boot=trap samples hawve 2039 ocbserwvations.
Estimated parameter wector iz AFE .

Eztimated variance matrixz =saved as VARB.

Standard Frob. 5% Confidence
BootStrp| Coefficient Error z |z | »Z= Interval
APEDDli 04459 .n173z 2. 58 0100 .010e5 07853
AFPEOODZ | — . 28220%xx 07141 —3.95 0001 —. 42220 —. 14230
AFPEODZ | —. 37R37 L7207 -. 52 w026 -1 78844 1.03770
AFEQOY | —2.28112%%x 19633 -11.&2 0000 -2.6RE92 -1 89633
Hote: **;, *#% % ==3 Significance at 1&, 5%, 10% level.

Figure 71. Results of Bootstrap Iterations

When you compute bootstrap replicates such as those shown in Figure 71, NLOGIT also creates a matrix named
BOOTSTRP that contains the actual replicates. Figure 72 shows part of the results for the experiment in Figure 71.
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i) HealthDa... [ = || = |[ =2 | | B8 Matrix- BOOTSTRP [= = [==]
Data: Ll: 38888 Rows: 2039 Obs [50. 4] Cell: |D_D4?3?8? J&

fe b LAMBDAI - i | 2 | 3 | 4 [ -

(3 Namelists 1 00473787 0230458 0.213498 1.94685

- Labellists 2 00189304 0172057 0.299096 249071

..... (3 Imputation Equatior 3 00187009 0383632 0592274 244831
5.5 Matrices q 00342479 0237328 0615545 205579 |

,,,,, o B 5 00363836 | 0354811 086101 208645

_____ 2» VARB 6 00385309 0186361 016859 218008

_____ 2 B_LOGIT 7 00400638 0.242058 09462 22536

_____ bLASTDSTA o 8 00252917 | 0311953 0.953547 252404

_____ > ImpuEcm ] OO168532 | 0267454 0115548 240885

_____ Lo 10 DOGBETEY | 0333647 0.15381 234388

11 00526987 | 0337437 1,234 224097

""" > EG 12 OO5ZIE7 | 0225415 114511 231694

""" b APE 13 00254193 0267174 -0.265008 202578

""" ¥ BOOTSTRP 14 00770526 .369833 0.438219 220867

-3 Sealars 15 00761 0317039 -0.303071 214227

----- F» SSQRD 16 00489773 0222855 0557027 203994

----- F» RSQRD 17 00162284 | 0348800 0158651 252659

----- s i 18 0020843 0281181 0282848 250683

g . ; 19 0664395 0246043 0.350267 2.20%8
Matric: BOOTSTRP [50, 4] 2l 003443%5] 0295729] 00M302] 2195781,

Figure 72. Saved Bootstrap Replicates

E. Displaying Results

NLOGIT provides several ways to display estimation results (and several formats, including export to Excel and
formatted tables that can be exported to editors such as Word). To produce a standard output table for a set of
estimates and the estimated covariance matrix, you need the estimates, the matrix, labels for the estimates (optional)
and, perhaps, a title. Figure 73 shows how to construct a DISPLAY command for our bootstrap results in Figure
71. The command is

DISPLAY ; parameters = ape ? the name of the coefficient vector
; covariance = varb ? the name of the covariance matrix
; labels = x ? here, x provides a set of names, not the actual data

; title = Bootstrap ... $  ? the desired title

[ output * = =5

Status | Trace |

Current Cornmard

Command:

| -3 display : paramsters=ape:covariance=varb:labels=x
;title=Bootstrap Standard Errors for Average Partial Effectss

Bootstrap Standard Errors for Average Partial Effects

Standard Prob. 95% Confidence

BootStrp| Coesfficient Error = |z | »Z= Interwval
AGEi L0445 9% 01732 2.58 .0100 .010e5 L07853
EDUC| — . 28225%%x .07141 —-3.95 .0001 —. 42220 —. 14230
THCOME | —. 37537 72097 52 L6026 -1.78844 1.03770

HLTHSAT| —2.28112%%= 019633 —11.62 0000 -2.66592 -1.89633

Hote: #**x, =% = ==: Significance at 1%. 5%, 10% lewvel.

4 I 2

Figure 73. Display of Esstimation Results
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E. WALD, SIMULATE and Standard Errors for Nonlinear Functions

Two devices, WALD and SIMULATE are provided for computing functions of parameters and standard errors for
nonlinear functions. Both of them compute linear or nonlinear functions and standard errors usually using the delta
method. (The method of Krinsky and Robb is also available.) Functions can be any desired computation using a
parameter vector and the data.

1. The WALD Command

WALD is used for computing multiple functions and can be used to test hypotheses about functions of parameters.
To illustrate, we manipulate the average partial effects shown in Figures 71 and 73. The WALD command to
examine what is actually not a useful function would appear thusly:

WALD ; parameters = ape
; covariance = varb
; labels = ca,ce,ci,ch
; fnl=ca*exp(ca'x) + phi(ca) $

A Tip: In the function definition above, x is a namelist with 4 names that was defined above in part D,
x=age,educ,income,hlthsat. The parameter vector is (ca,ce,ci,ch). The construction ca’x uses the parameters
beginning with ca and x beginning with the first variable to compute the inner product. When one of the two
components is shorter than the other, the shorter list is used. Thus, ce’x = ce*age+ci*educ+ch*income. If we
defined z=age,educ, then ca’z would equal ca*age+ce*educ.

WALD requires the parameter vector, covariance matrix, labels, and up to 50 function definitions. As seen in the
top panel of Figure 74, WALD computes the function at the means of the data using the current sample, and uses the
delta method to compute standard errors and confidence intervals. By adding ;Average to the command, you can
request that the avarage function value be computed, rather than the functions at the averages. This appears in the
lower panel of Figure 74. WALD also computes the chi squared test of the null hypothesis that all of the functions
are jointly zero. Note, in Figure 74, there is one function — the Wald statistic in this case is the square of the z
statistic.

WALD procedure. Estimates and standard errors
for nonlinear functions and joint test of
nonlinear restrictions.

Wald Statistic ELEZ2 . 00703
Frob. from Chi-squared[ 1] Loooon
Functions are computed at means of wariables

| Standard Prob. 95% Confidence
WaldFocns| Coefficient Error -1 |z | »Z* Interval
Frcn(ly | CB178 3%ex . 00RSE 74 .51 0000 L0421 .53145
Hote: **;, #% % ==3> Significance at 1%, 5%, 10% level.

I

WALD procedure. Estimates and standard errors
for nonlinear functions and joint test of
nonlinear restrictions.

Wald Statistic 3626 . 57026
Frob. from Chi-sguared[ 1] .gooon
Functions of data are averaged over the obs.

Standard Prob. 9E% Confidence
WaldFons| Coefficient Error -1 |z | 2= Interwval
Frnen(ly| CBE1921=xx .ooge2 g0.22 0000 JE0231 JB3611
Hote: %x%, %%, * ==: Significance at 1%, 5%, 10¥% lewvel.

Figure 74. WALD Command for Analyzing Nonlinear Functions
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2. The SIMULATE Command

The SIMULATE command shown in Section VI1I.B.2 can also be used to analyze functions of parameter estimates.
The base cases are give the same result as WALD, as shown in Figure 75 for this example — note the function
analyzed is the same as used in WALD.

SIMULATE ; parameters = ape ; covariance = varb
; labels = ca,ce,ci,ch
;function=ca*exp(ca'x) + phi(ca) $

Hodel Simulation Analv=is for User Specified Function

Simulations are computed by average over sample observations

Uszer Function Function Standard
(Delta method) Value Error |t] 95% Confidence Interwval
Avrg. Function JB1921 RiETy R0 .22 JBD231 JB3A11

Figure 75. Analyzing a Function with SIMULATE

SIMULATE computes the average function as opposed to WALD which computes the function at the means. As
noted, WALD will compute the average function if the command contains ;Average. SIMULATE will compute
the function at the means if the command contains ;Means.

3. WALD or SIMULATE - Which Should You Use?

For computing a function and appropriate standard errors, WALD and SIMULATE give the same answers. They
differ as follows:

o WALD can be used to compute the chi squared test statistic for testing the hypothesis that the functions
are all zero (simultaneously)

o WALD can analyze up to 50 functions in the single command.

¢ SIMULATE has many options for analyzing scenarios and simulating a function over a variety of
different settings of the variables in the equation.

e SIMULATE can plot function values as well as listing them.

An example of a more elaborate use of SIMULATE appears in Figure 76. The command is as follows:

SIMULATE ; parameters = ape ; covariance = varb
; labels = ca,ce,ci,ch
;function=ca*exp(ca’x) + phi(ca)
;scenario: & educ=12(1)20
;plot $
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Hodel Simulation Analw=is for U=szer Specified Function

Simulation= are computed by average over =sample observations

U=er Function Function Standard

(Delta method) Value Error |t| 95% Confidence Interwval
Awrg. Function C51921 00862 60 .22 CB0231 C53611
EDUC = 12.00 .B1869 Q0799 64 .96 0304 . 53434
EDUC = 13.00 .B1847 Lao77l 67 26 LB0336 L 53358
EDUC = 14 .00 .51830 00750 69 .08 50360 C53301
EDUC = 15.00 .51817 00735 70.51 CB0377 . 53258
EDUC = 1s6.00 JB1808 Qo723 71.61 L50390 CB3226
EDUC = 17.00 .51a801 00715 72,45 . 50399 CBazoz
EDUC = 18.00 .51785 Q0709 73.09 50406 .53184
EDUC = 19.00 LB1791 Loo7o4d 73.588 JB0411 JB3171
EDUC = 20.00 . 51738 L Qo7ao 73,94 50415 L 53161

Simulation of User Defined Function Averaged Over Sample

5187

5185

siz4-]

5152

Average Simulated Function Value

ste0-]

S5

Figure 76. Analyzing a Scenario with SIMULATE
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